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A B S T R A C T   

In digital repositories, it is crucial to refine existing subject terms and exploit a taxonomy with subject terms, in 
order to promote information retrieval tasks such as indexing, cataloging and searching of digital documents. In 
this paper, we address how to refine an existing set of subject terms, often containing irrelevant ones or creating 
noise, that are used to index digital documents. Further, we present how to automatically induce a subject term 
taxonomy to capture and utilise the semantic relations among subject terms. Most related works have little 
studied these problems, focusing mostly on creating subject terms or building a taxonomy of key terms from text 
documents. We propose a methodology2 for refining an existing set of subject terms in a digital repository by 
identifying their semantics, as well as inducing a taxonomy with subject terms by analysing their mutual usages, 
maximising their semantic relatedness. Then, we present a case study using the (Analysis & Policy Observatory) 
APO digital repository to analyse the proposed methodology and demonstrate its applicability. Further, to 
validate the generalisability of the proposed taxonomy inducing method, we evaluate it using a gold-standard 
taxonomy in life sciences, Medical Subject Headings (MeSH), in comparison with the state–of-the-art taxon-
omy inducing method, TaxoFinder. Our evaluation shows that our methodology has a high potential for refining 
an existing set of subject terms and capturing their semantic relationships by inducing a subject term taxonomy.   

1. Introduction 

Digital repositories (or libraries3) have emerged as essential infor-
mation systems that serve repositories of digital documents as well as 
provide search and retrieval mechanisms via user interaction [1]. Ad-
vances in information retrieval research have significantly enhanced the 
access, functionality and technical capabilities of digital repositories. In 
a digital repository, subject terms are an essential block for descriptive 
cataloging and indexing documents [2]. These terms are usually derived 
from some type of controlled vocabulary such as predefined keywords 
associated with the underlying documents [3]. Thus, subject terms are 
considered as a key asset in a digital repository, and these terms 
significantly contribute not only to describing information or knowledge 
pieces of digital documents but also to improving the relevance of search 

results [4]. As a result, to make effective use of digital documents, 
developing and utilising useful subject terms plays a crucial role in 
determining the quality of a digital repository. 

Creating a taxonomy of subject terms is another key to promoting 
information retrieval tasks such as indexing, cataloging and searching of 
information from digital documents [5–7]. In digital repositories, we 
consider three benefits of using a subject term taxonomy. First, the 
ability to index digital documents can be improved, regardless of 
indexing methods (i.e., manually, semi-automatically or automatically), 
by utilising semantic associations between the subject terms induced 
from the taxonomy. Second, using semantic knowledge about the tax-
onomy provides better understanding about the underlying subject 
terms for humans, thereby facilitating their refinement (i.e., the 
improvement or clarification of subject terms). Third, a subject term 
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taxonomy can improve researchers or end-users to search documents by 
linking and suggesting related subject terms and by offering their hier-
archical structure that helps to navigate about them more easily. 

In this paper, we tackle two challenging problems. The first is to 
refine an existing set of subject terms that often contain irrelevant ones in 
a digital repository. We refer to an irrelevant subject term as the subject 
term that may not be useful for indexing the document collection in the 
target repository. Overall, this term is rarely used to index the collection 
and can cause confusion for indexing in a digital repository. The second 
is to automatically induce a taxonomy from refined subject terms to 
capture their semantic relations. Our research motivation is two-fold. 
First, expediting the reuse of existing subject terms has been high-
lighted as a key to maximising their value [8]. In some digital re-
positories, a controlled vocabulary of subject terms is often readily 
available. For instance, Analysis & Policy Observatory (APO),4 the 
largest open access repository for public policy and research literature in 
Australia, has already used a combination of some portion of subject 
terms drawn from a general-use controlled vocabulary, Faceted Appli-
cation of Subject Terminology (FAST),5 and the subject terms that the 
repository curators6 have manually identified. However, as highlighted 
in [3], there often exists many irrelevant subject terms in the underlying 
repository. Further, in order to identify relevant subject terms from a 
general-use controlled vocabulary, the success of this task requires a 
high level of comprehensiveness of the underlying documents and the 
semantic coverage of the terms in such a vocabulary [9]. However, this 
task may not be obvious and thus can be very difficult to achieve. As the 
second facet of our motivation, inducing a taxonomy from subject terms 
has been relatively overlooked. This is a challenging problem, as these 
terms themselves do not contain explicit relationships from which a 
taxonomy can be constructed. 

Most existing approaches have little focused on the challenging 
problems mentioned above. First, these approaches have mainly 
attempted to propose methods for creating subject terms (or keywords). 
Instead, our focus is to automatically refine an existing set of the subject 
terms by analysing their semantics. Second, the related works have 
mostly focused on automatically building a taxonomy of important 
terms from text documents [5,10]. However, we focus on inducing a 
subject term taxonomy from refined subject terms by analysing their 
mutual usages. 

This paper makes three main contributions: First, we propose a 
method for refining an existing set of subject terms S that possibly 
contain irrelevant ones in a given document collection D (Section 3). 
Given S , our refinement process takes two steps: (1) for each document 
d ∈ D , we identify additional subject term candidates that may be 
relevant but not previously assigned to d. Such candidates are added to 
S (Section 3.1); and (2) we filter out irrelevant subject terms from S 

and merge insignificant subject terms with more significant ones based 
on their similarities to produce a more precise set of subject terms, i.e., 
called refined subject terms S

′

, to improve their semantic coverage 
(Section 3.2). Second, we propose an approach for inducing a taxonomy 
from S

′

by integrating their mutual usages for indexing documents and 
their semantics (Section 4). For this, we apply the subsumption method 
[11], with our proposed objective function that maximises the semantic 

relatedness of subject terms in the induce taxonomy. Third, we propose a 
case study using the APO repository to show the applicability of the 
proposed methodology (Section 5). Further, to show the generalisability 
of the proposed taxonomy inducing approach, we evaluate its effec-
tiveness using MeSH,7 in comparison with the state–of-the-art taxonomy 
inducing method, TaxoFinder [5] (Section 6). Our case study and eval-
uation show that the proposed methodology has high potential to be 
used for refining an existing set of subject terms and capturing their 
semantic relationships by inducing their taxonomy. 

This paper is organised as follows. Section 2 provides related works 
and background of the APO repository. Section 3 presents an overview 
of the proposed methodology and describes the process for refining 
subject terms. Section 4 discusses our approach for inducing a subject 
term taxonomy. Section 5 shows a case study of our proposed method-
ology using the APO repository. Section 6 presents our evaluation of our 
approach for inducing a subject term taxonomy to show its general-
isability. Section 7 presents the conclusion of this paper. 

2. Related work and background 

In this section, first, we present how information is organised using 
subject terms and taxonomies in digital repositories. Then, we review 
research works that focused on creating or refining subject terms (or 
keywords) in the community of information and library science. After-
wards, we discuss related works on inducing a taxonomy from a 
knowledgebase or subject terms. Finally, we introduce the APO digital 
repository for our case study. 

2.1. Information organisation through subject terms 

In digital repositories, a controlled vocabulary of subject terms is a 
list of terms or phrases used for descriptive cataloging, tagging or 
indexing [12]. The term ‘controlled’ means that such terms can be 
typically used under specific conditions, and also changed by a 
controlled vocabulary editor, metadata creator or taxonomist [12]. In 
digital repositories, metadata indicates information about digital data 
that help to make quick access to it. Metadata can enhance the process of 
resource (e.g., documents) discovery by disclosing specific information 
about the given resource. Some general forms of metadata about docu-
ments can be seen as title, author and publisher. Subject terms (or 
headings) are integral part of metadata and specific examples of content- 
based metadata [13]. These terms mainly describe the content of each 
document in a digital repository. 

A taxonomy is a hierarchical classification of a set of things or con-
cepts in a domain. Building (or inducing) a taxonomy is an essential task 
for knowledge acquisition, sharing and classification in various domains 
[5]. In digital libraries, taxonomies have been widely used to organise 
collections in a digital repository [14]). For example, a multiple- 
disciplinary repository arXiv uses a certain taxonomy relevant to each 
discipline to classify the manuscripts submitted under the discipline (e. 
g., computer science uses ACM classification8). MEDLINE®,9 one of the 
largest databases for life sciences, is indexed by 29k+ MeSH terms 
organised by a hierarchical structure. A public digital library, Digital 
Public Library of America (DPLA), provides access to Americans’ most 
trusted sources of shared digital materials from libraries, archives, and 
museums around the world.10 Europeana is a web portal covering over 
10 million cultural and scientific artefacts from European museums. 
Europeana uses the Art & Architecture Thesaurus (AT&T) to describe 

4 https://apo.org.au  
5 FAST is a general-use controlled vocabulary (https://www.oclc. 

org/research/themes/data-science/fast.html) based on the Li-
brary of Congress Subject Headings (https://id.loc.gov/authorities/ 
subjects.html).  

6 In this paper, a curator is referred to as a person who manages, administers, 
or organises information in a digital repository, tagging a document with 
relevant subject terms. An indexer (also called tagger) is a person who does the 
part of the role of a curator, specifically focusing on assigning subject terms. To 
simplify our presentation, we use the term curator to indicate the one who 
assigns subject terms. 

7 http://www.nlm.nih.gov/mesh  
8 https://www.acm.org/publications/computing- 

classification-system/how-to-use  
9 
https://www.nlm.nih.gov/bsd/medline.html  

10 https://en.wikipedia.org/wiki/Digital_Public_Library_ 

of_America 
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cultural artefacts.11 A survey of other readily available taxonomies have 
been used in digital repositories [15]. 

Subject indexing is the task of describing the subjects of a document. 
This task focuses on assigning predefined subject terms to a document to 
indicate what the document is about. Also, this task yields important 
information as retrieval of information depends to a large extent on the 
quality of indexing [4]. Typically, subject indexing has been made 
manually, i.e., assigned by a curator according to their content or 
aboutness [16]. However, manual subject indexing causes a challenge 
that requires huge time and efforts of curators. Also, if there are multiple 
curators in a digital repository and each curator has a different level of 
expertise, the indexing task is likely to produce inter-rater disagree-
ments and inconsistency. To compensate this problem and due to the 
increasing volume of information in digital formats, there have been 
many studies for automatic subject indexing. For example, the work [2] 
formulated subject indexing as a text classification problem and used the 
Support Vector Machine classifier to automatically classify documents 
with subject terms. Helping Interdisciplinary Vocabulary Engineering 
(HIVE) [17] is a representative system that provides a machine learning 
approach for automatic subject indexing. HIVE supports an integration 
of multiple general, domain-specific vocabularies to aid with metadata 
generation. HIVE uses the KEA++ library [13] for subject indexing. 
Automatically indexing documents with subject terms is still challenging 
and is a hot research topic in machine learning. 

2.2. Creating and refining subject terms 

Creating high quality subject terms is essential for organising and 
making accessible the growing number of digital documents in a digital 
repository. As highlighted in [18], manual-based approaches were often 
used to create subject terms. However, these approaches usually require 
labor intensive time and cost. Also, these approaches generally raise 
other issues such as producing noise, irrelevant, subjective and incon-
sistent subject terms [19]. It was also emphasised that a semi-automatic 
subject term generation method can be useful using extra information 
resources (e.g., Web), to complement the drawbacks of the manual- 
based work [20]. Due to the advances of natural language processing 
(NLP) and machine learning techniques, automatically identifying sub-
ject terms or keywords were extensively studied in information science. 
For example, the study [13] proposed a method that selects candidate 
subject terms and then ranks them by their significance based on their 
properties such as statistical, semantic, and encyclopedic knowledge. 
These properties were combined using a machine learning algorithm 
that models human indexing behavior from examples. However, the 
ability to identify relevant subject terms still remains as a challenge as 
their recall values are relatively low. For example, CFinder [21] pro-
posed a concept extraction method and applied it for extracting subject 
terms in a mass gathering corpus, but its accuracy only reached to 
around 50% in terms of F1-measure in which the evaluation was done 
based on human experts. Also, a recent keyword extraction method, 
YAKE! [22] showed that its accuracy, in terms of F1-measure using 
comprehensive text datasets, is less than 50%. 

In this paper, our focus differs from the above works in that we tackle 
the problem of refining subject terms from an existing set of subject 
terms that may contain noise and irrelevant terms. 

2.3. Inducing a taxonomy of subject terms 

Recent growth of NLP techniques has boosted the development of 
automated methods for building a taxonomy from a document collec-
tion. Some earlier works mainly focused on analysing linguistic patterns 
of concepts (i.e., important terms) that appear in a given document 

collection. For example, the works [23,24] are representative works that 
used predefined lexico-syntactic patterns (e.g., A is the same as/know 
as/call/refer to as B) to extract concepts and their taxonomic relations, 
to induce a concept taxonomy. In general, the quality of the lexico- 
syntactic based approaches mainly depends on their ability to define 
the grammatical functions of terms in sentences. Some limitations of 
these works include that lexico-syntactic patterns may not frequently 
appear in the underlying documents. Thus, usually, predefining such 
patterns is very difficult and requires additional investigation on extra 
knowledge sources to discover taxonomic relations of concepts. Taxo-
Finder [5] used a graph-based approach for building a taxonomy by 
identifying concepts (i.e., domain-specific keywords) from a document 
collection. It used a method for building a concept graph representing 
how such concepts are associated together based on their co- 
occurrences. Then, it applied a graph analytic method (i.e., finding the 
Maximum Spanning Tree) to induce a taxonomy from the concept graph, 
exploiting associative strengths among the concepts. The subsumption 
method focused on the co-occurrences of concepts to induce taxonomic 
relations of concepts [11]. It relies on the idea that a concept A subsumes 
another concept B (i.e., A is the hypernym of B), if the documents where 
B appears are a subset of the documents that A appears. The common 
intuition of the above works for inducing a taxonomy is to use the co- 
occurrence based statistical analysis of terms (or concepts). If two 
terms more frequently appear together, there is a higher probability that 
these terms are semantically related. In our work, we adopt the sub-
sumption method [11] for inducing a taxonomy from predefined subject 
terms, due to its proven performance and a faster creation of taxonomic 
relations. 

Automatically inducing a taxonomy from subject terms associated 
with a given document collection has received little attention, in com-
parison with the studies of inducing a taxonomy of important terms from 
a document collection. This is a challenging task as predefined subject 
terms themselves do not contain explicit relationships from which a 
taxonomy can be constructed. We have found one similar study [25] to 
our work in that it proposed methods for automatically inducing a 
taxonomy from predefined keywords based on the exploitation of 
external ‘knowledge’ and ‘context’ of the keywords. As the source of 
such knowledge and context, [25] used Probase [26], which is con-
structed by automatic ontology population, and a search engine (i.e., 
throwing each keyword into a search engine, and aggregating the key-
words from its top k search result), respectively, From another angle, 
clustering approaches have been used to automatically build a taxon-
omy from predefined keywords. In these approaches, the implied idea is 
to assign such keywords into clusters in the way that keywords in the 
same cluster are more similar to each other in some sense than those in 
other clusters [27]. The premise in the clustering approaches is that 
there would be a good similarity measure that can capture the semantics 
between keywords. 

Our approach for inducing a subject term taxonomy differs from the 
above works in that our idea for inducing a taxonomy from subject terms 
is to leverage their past mutual usages (i.e., co-occurrences) for indexing 
the given document collection. Leveraging such usage information has 
also been proven to be effective in inducing a taxonomy [11]. 

2.4. Analysis & policy observatory (APO) repository 

APO is a multi-domain digital repository that provides a grey liter-
ature collection “comprised of research and information resources pro-
duced and disseminated... by organisations, outside of the commercial 
or scholarly publishing industry focusing on public policy and research” 
[28]. Grey literature refers to an extensive and complex source of text- 
based information, usually produced by government, academics, busi-
ness and industry but not controlled by commercial publishers [29]. 
APO curates and indexes its documents with subject terms. APO uses a 
combination of a third-party set of the subject terms which are a portion 
of the FAST terms and locally built subject terms by the APO curators. 

11 https://pro.europeana.eu/post/europeana-enriches- 

its-data-with-the-art-and-architecture-thesau 

Y.-B. Kang et al.                                                                                                                                                                                                                                

https://pro.europeana.eu/post/europeana-enriches-its-data-with-the-art-and-architecture-thesau
https://pro.europeana.eu/post/europeana-enriches-its-data-with-the-art-and-architecture-thesau


Decision Support Systems 146 (2021) 113542

4

FAST is a vocabulary of subject terms derived from the Library of 
Congress Subject Headings (LCSH) that is one of the largest subject 
vocabularies used by digital libraries. FAST is comprised of a 9-facet 
vocabulary (i.e Personal names, Corporate names, Meeting names, 
Geographic names, Events, Titles, Time periods, Topics, and Form/ 
Genre) with approximately 1.8 million subject terms across all facets. A 
number of agencies and institutes adopt FAST for a variety of purposes, 
e.g., British Library and National Library of New Zealand, for indexing 
digital materials [30,31]. The FAST terms include a general, broad range 
of subject terms thereby these may be fitting well into a general-purpose 
repository. 

Currently, APO has collected a controlled vocabulary of around 5700 
subject terms over a number of years to index its document collection. 
There are some issues in facilitating these terms to make effective 
searching in APO. First, there is a high number of irrelevant and non- 
reusable subject terms in the controlled vocabulary [3]. One reason is 
that many subject terms were added as part of a bulk metadata import 
project. Another reason is that the APO curators sometimes had diffi-
culties to review and choose relevant subject terms from the existing 
ones. Due to the above reasons, it was also easy to inadvertently create 
new subject terms that overlapped semantically with the existing subject 
terms. Second, the APO subject terms could not be navigated due to a 
lack of subject term reference structure. That is, as a subject term tax-
onomy had not been established, the APO curators had difficulties to 
discover broader or narrower semantics of subject terms, especially 
when adding new subject terms. In this paper, we tackle and address the 
above challenges by proposing a methodology for refining an existing set 
of subject terms as the case in APO, and inducing a subject term 
taxonomy. 

3. Methodology for refining subject terms 

In this section, we present the details of our proposed methodology 
for refining subject terms, followed by the method for inducing a subject 
term taxonomy in Section 4. The overview of the methodology 
comprised of the three steps is depicted in Fig. 1. First, given the text 
documents D in a repository and existing set of subject terms S used to 
index D , we identify the subject terms that are potentially relevant but 
previously not assigned to related documents in D (Section 3.1). Our 
premise behind in this step is that indexing some documents in D with 
S are likely to be inconsistent and inaccurate due to human errors, a 

lack of humans’ understanding of the semantics of some documents in 
D and the subject terms, or a machine’s inefficiency as discussed in 
Sections 2.2. Second, to make a more condensed and meaningful set of 
the subject terms, we filter out irrelevant subject terms by removing or 
merging them with more significant subject terms (Section 3.2). Third, 
using the refined subject terms S

′

after performing the second step, we 
induce a taxonomy that classifies S

′

according their semantic re-
lationships (Section 4). In the following, we present more detailed de-
scriptions about each step. 

3.1. Identification of missing subject terms 

One key to finding accurate information from the document collec-
tion D in a digital repository is whether each document has been 
indexed with a relevant set of subject terms. With this in mind, our goal 
here is to identify missing subject terms for D . Given a document d ∈ D , a 
missing subject term is referred to as a potentially useful subject term 
candidate for indexing d but previously not assigned as a subject term to 
d. This term may reflect some portion of the actual content of d. 

We perform the following procedure to identify missing subject 
terms by a string matching technique. Our assumption is that if a subject 
term s ∈ S appears in a document d ∈ D , s can be a subject term 
candidate for d. Thus, we check if d contains each term s ∈ S in its text 
content. However, a simple string matching that scans d and finds the 
strings that exactly match s cannot work properly. To illustrate, consider 
the following example paragraph:  

• “RMIT University undertook the research with a XXX Innovation 
Research Grant. This report presents insight into the complexity and 
multiplicity of place based experiences of social exclusion. IT has 
been significantly developed over the last decade. It is reported that 
indigenous engagement with vocational education and training 
(VET) has improved significantly.” 

Suppose that the following subject terms exist in S : ‘social exclu-
sion’, ‘VET’, and ‘IT’ which are denoted in boldface in the text. Then, we 
need to consider these issues to identify them. First, if we were to apply 
an exact matching technique that attempts to find the strings that exactly 
match a subject term s, a problem arises. For example, given ‘social 
exclusion’ and ‘VET’, we cannot identify these terms as the former is 
concatenated with punctuation ‘.’ (i.e., ‘social exclusion.’), and the latter 
is concatenated with ‘(’ and ‘)’ (i.e., ‘(VET)’). Second, if we attempt to 
solve the above problem by an inclusion matching technique that iden-
tifies the strings that contain a given subject term, we can solve the 
above problem, however, another problem arises. For example, the term 
‘RMIT’ can be incorrectly retrieved given a subject term ‘IT’, as ‘IT’ is 
included in ‘RMIT’. Third, regardless of either the exact or inclusion 
matching technique, if we do not distinguish uppercase and lowercase 
characters, we could retrieve incorrect terms. For example, we could 
retrieve the term ‘It’, given a subject term ‘IT’, as they have the same 
characters. 

In our approach, we address the above three problems in the 
following ways. To address the first problem, we remove all special 
characters (i.e., non-alphanumeric characters, or numeric characters) in 
the content of all documents D . To address the second problem, we 
distinguish whitespaces before and after a word in each sentence in our 
matching. By doing so, we cannot retrieve the term ‘RMIT’ given a 
subject term ‘IT’, as we find a string ‘ IT ’ not ‘IT’. To address the third 
problem, we distinguish uppercase and lowercase characters. So we do 
not retrieve ‘It’ accidentally as ‘It’ differs from ‘IT’ in capitalisation. 
Finally, the identified missing subject terms are added to S . 

3.2. Filtering out irrelevant subject terms 

Although we have identified missing subject terms, all subject terms 
Fig. 1. The overview of the proposed methodology comprised of the three steps 
to induce a subject term taxonomy. 
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in S may not be relevant for indexing the document collection D . To 
filter out irrelevant subject terms from S , our approach is to use their 
indexing usage in terms of their frequencies. There can be a high 
imbalance in the usage of subject terms S over D , where some subject 
terms have been dominantly used but some others have rarely used for 
indexing D . This situation can cause the following problems. First, the 
subject terms that are rarely used can unnecessarily increase the vo-
cabulary size of subject terms and this can make it hard for curators (also 
machines) to choose relevant subject terms for indexing a new docu-
ment. Second, given similar documents, different curators may assign 
different subject terms to these documents thus increasing inconsistency 
and inaccuracy. Third, if there are similar subject terms, sometimes, 
curators may not clearly determine which ones need to be used to index 
a given document. For example, Fig. 2 shows the document frequency 
distribution of the subject terms used for indexing the entire document 
collection in the APO repository. The x-axis shows the number of the 
subject terms sorted by their document frequencies, and the y-axis 
shows their document frequencies. The document frequency of a subject 
term s indicates the number of times s is used to index the documents in a 
given repository. As we can see, the imbalance ratio of the document 
frequencies of the subject terms is very high, where some terms are 
dominantly (very frequently) used (e.g., see the subject terms < 500 on 
the x-axis) but the majority of the subject terms are rarely (very infre-
quently) used (e.g., see the subject terms > 1000 on the x-axis). Also, as 
observed, there is a very long tail of the subject terms that are rarely 
used. 

To address the above three problems, our solution is to reduce the 
vocabulary size of subject terms, while minimising the loss of the se-
mantics of subject terms in S . The detailed procedure is presented as 
follows. First, we define primary subject terms S p⊆S that are dominant 
subject terms for indexing D , where their total document frequencies 
are greater than or equal to the minimum document frequency, min-df. 
The rest of the subject terms are classified as secondary subject terms 
S s⊂S . Thus, S p ∪ S s = S . The idea of selecting min-df is restric-
tive, capable of filtering rarely-used subject terms. For this, we find the 
distribution of document frequencies of S (i.e., Fig. 2). Second, we 
determine whether each s ∈ S s can be relevant or not. For this, our 
approach is to measure the similarity between s and each term s′ ∈ S p. 
If we find s′ highly similar to s (i.e., if the similarity is greater than or 
equal to the minimum similarity threshold, denoted as min-sim- 
syns), we add s into the synonym list of s′. However, if there is no such 
term s′, we simply remove s from S based on our premise that this 
would be an irrelevant subject term. In this paper, given a subject term, 
its similar subject term or synonym is defined as a subject term that has 
the same or nearly same semantics (or meaning) but differs in lexical 
representation. Thus, synonyms share a common set of contexts in which 
they are mutually exchangeable (e.g., bill and invoice, goods and 
products). 

Below we elaborate our two approaches for measuring the similarity 
between s and s′ according to their word length. Note that all the simi-
larity scores in these approaches are normalised to real numbers be-
tween 0 (completely dissimilar) and 1 (identical). 

3.2.1. Similarity estimation for single-word subject terms 
We note that some subject terms in S s are single-words whose word 

length is 1 (e.g., man). Our first approach for finding a similar primary 
subject term given a single-word subject term s ∈ S s takes two steps. In 
the first step, we measure the similarity between s and each single-word 
subject term s′ ∈ S p based on their general semantics obtained from 
WordNet.12 WordNet mimics human logics focusing on word senses and 
connections, and is a large lexical database of English words. In Word-
Net, the set of synonyms are grouped together into sets of cognitive 
synonyms, and these sets are linked together based on their semantic 
similarities and lexical relations. Given s (e.g., man), if there is a term s′

(e.g., male) and their similarity score is ≥ min-sim-syns, s is added 
into the synonym list of s′. To measure the similarity, we use the well- 
known similarity measure proposed by Jiang and Conrath [32]. 

In the second step, given s, if we cannot find any single-word subject 
term s′ where their similarity is ≥ min-sim-syns, we estimate their 
similarity using word embeddings. Our aim here is to additionally un-
cover their semantic relations, whose senses are not found in WordNet, 
using word embeddings based on their co-occurrences in D . Using word 
embeddings, we can find synonyms for s by using its nearest neighbors 
that appear in similar contexts with s. Word embedding is a feature 
learning technique in NLP that can effectively capture semantic and 
syntactic word similarities from a document collection. Word2vec [33] 
is one of the models that generate such a mapping using an artificial 
neural network that is trained to reconstruct linguistic contexts of 
words. As the input, Word2vec takes a document collection (i.e., D ) and 
as the output, it produces a vector space where similar words are posi-
tioned close to one another. It has been well demonstrated that 
Word2vec has many advantages for analysing semantic analysis of 
words [34]. More specifically, we build a word embedding model ED 

from D . Then, given a single-word subject term s ∈ S s and each 
s′ ∈ S p, we measure their similarity sim(s, s′) as follows: 

sim(s, s′

) = cosED
(s, s′

), (1)  

where cosED
(s, s′

) is the cosine similarity using ED . The cosine similarity 
is given in Eq. (2). s and s′ are referred to as the embedded vectors of s 
and s′, respectively. Based on this equation, we add s to the synonym list 
of s′ if the similarity is ≥ min-sim-syns, otherwise, we remove s from 
S . 

In both steps, if there are more than two primary subject terms that 
are similar to s, we compare their similarity scores and choose the one 
with the highest score. Also note that in the second step, the most similar 
s′ can be either a single-word or a multi-word subject term. Further, we 
propose to use the same threshold min-sim-syns in both steps, to 
identify s′ using the same threshold degree of similarity. All the simi-
larity measures in this paper tend to be 1 as two terms being compared 
have more and more common ‘characteristics’, although the notion of 
each measure is subjective. Thus, by using the same threshold degree of 
similarity, min-sim-syns, we aim to facilitate comparative analysis of 
subject terms in a consistent manner. 

For the second step, we build a Word2vec model ED from D , after 
removing stopwords and applying lemmatization, in order to learn 
embeddings of terms that appear in D . As the output, each term in ED is 
represented by a numerical vector so that we measure the similarity be-
tween terms using the cosine similarity between their corresponding 
vectors. The cosine similarity in Eq. (1) is measured by: 

Fig. 2. Frequency distribution of the subject terms in the APO corpus.  

12 https://wordnet.princeton.edu 
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cosED
(ss’) =

s⋅s’

‖ s ‖‖ s’ ‖
=

∑n

i=1
sis’

i
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑n

i=1
(si)

2
√ ̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

∑n

i=1
(s’

i)
2

√ , (2)  

where s and s′ are n-dimensional vectors, and si and si
′ denote the i-th 

numerical value of vectors s and s′, respectively. Since the cosine simi-
larity produces scores between − 1 and 1, we convert the negative scores 
to zero. Lastly, one issue to be clarified is how to define the vector s′, as s′

can be comprised of multi-terms (e.g., ‘community health’). Formally, 
suppose that s′ consists of an ordered set of n-terms, s′ = (w1,…,wn). 
Then, the vector s′ is estimated by the average of the embedded vectors 
of its constituent terms, 

s′

≈
1
n
(w1 +…+wn), (3)  

where (w1,…,wn) are the embedded vectors of (w1,…,wn), respectively. 
In this approach, to identify the most similar subject term s′ ∈ S p 

given a single-word subject term s ∈ S s, we emphasise that we exploit 
both human-created logics about synonyms derived from WordNet and a 
machine learning model Word2vec together to bring their merits into 
the calculation of similarities between s and s′. By doing so, our aim is to 
more thoroughly measure the similarity between s and s′ than a single 
measure only. 

3.2.2. Similarity estimation for multi-word subject terms 
As the second approach for measuring the similarity between s and s′, 

some subject terms in S s can be multi-words whose word length is 
greater than 1 (e.g., ‘social science’). Here, a question is: how can we 
measure the similarity between a multi-word secondary subject term 
and a primary subject term? Using WordNet cannot be a good idea for 
this purpose, as WordNet is only useful for measuring the similarity 
between single-words whose senses are found in WordNet. Our 
approach is to consider the semantics of multi-word subject terms for 
estimating the similarity using word embeddings. Using the same word 
embedding model ED built in Section 3.2.1, given a multi-word s ∈ S s 

and a primary subject term s′ ∈ S p, we measure their similarity sim(s, s′) 
using Eq. (1). The cosine similarity in Eq. (1) between the embedded 
vectors s and s′ is measured using Eq. (2). To calculate Eq. (2) in Section 
3.2.1, we have applied Eq. (3) to the multi-word primary subject terms 
in S p. However, we now need to apply Eq. (3) to both s and s′, as both 
can be multi-words. 

In this approach, as done in Section 3.2.1, we add s to the synonym 
list of s′ if the similarity is ≥ min-sim-syns, otherwise, we remove s 
from S . Also, if there are multiple primary subject terms similar to s, we 
choose the one with the highest score. 

4. Inducing subject term taxonomy 

In Section 3, we have discussed the process for refining existing 
subject terms. The outcome of the primary subject terms are called 
refined subject terms S

′

, where each one is associated with its synonyms. 
In the rest of this section, to simplify our presentation, subject terms are 
referred to S

′

. 
Although we have generated S

′

, we may still have a difficulty for 
understanding and representing the semantic relatedness of terms in S

′

. 
Specifically, there are three important questions to be addressed. First, 
how can we conceptualise the semantic relatedness of terms in S

′

in a 
formal way to enhance their classification? Second, whether there is a 
better way to easily interpret their semantic relationships? Third, how 
can we leverage the semantic relationships among terms in S

′

to 
enhance indexing and searching capability for the document collection 
D ? To address them, our solution is to automatically induce a taxonomy 
of subject terms S

′

. Such a taxonomy can enable human indexers or 
machines to identify the semantic structure of terms in S

′

by navigating 
their relationships in the taxonomy. Fig. 3 shows an example taxonomy 
consisting of nine social-related subject terms. Each arrow shows a 
taxonomic relation (subsumer-subsumee or ancestor-descendent). The 
key relationship in a taxonomy is, namely, ‘is-a’ relationship. Its 
important nature lies in that its structure is hierarchical and thus its 
transitivity is logically inferred by navigating the hierarchical relation-
ships between concepts (i.e., subject terms). The lower concepts inherit 
all the characteristics from their ancestor concepts. Namely, the higher 
the position of a concept, the more abstract it is. In addition, highly 
related concepts are grouped together and the path between two 
different concepts in the taxonomy reflects how these are semantically 
related. In Fig. 3, we see that ‘Social’ is the most abstract term whose 
immediate descendants are ‘Social Policy’, ‘Social Inclusion’, and ‘Social 
Work’. Also, we see that there are five most specific terms that have the 
common ancestor ‘Social’. In addition, intuitively, we can say that the 
similarity between ‘Social’ and ‘Social Policy’ is higher than the simi-
larity between ‘Social’ and ‘Australian Social Policy’. 

To induce a taxonomy from S
′

, our approach is to use the sub-
sumption method [11]. Its fundamental is to use the co-occurrences of 
subject terms for indexing each document in D . From the co-occurrence 
knowledge, we can induce that a subject term A subsumes another sub-
ject term B (i.e., A is the hypernym of B) if the documents indexed with B 
are a subset of the documents indexed with A. By applying the method, 
we can find previously unknown taxonomic relations between subject 
terms without pre-existing information about their relationships. Note 
that one document can be indexed with multiple subject terms. The 
subsumption relation between two subject terms, x and y, is identified as 
follows: 

Fig. 3. A taxonomy example consisting of social-related subject terms used in APO.  
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p(x|y) ≥ α, p(y|x) < α, (4)  

where p(x|y) denotes a conditional probability that x appears, given that 
y appears for indexing the documents in D , and α is a co-occurrence 
threshold. This formula is interpreted as follows: x is considered a sub-
sumer (ancestor) of y, (1) if x appears for indexing more than α proportion 
over the documents that y appears for indexing and (2) if y appears for 
indexing less than α proportion over the documents that x appears for 
indexing. Note that in S

′

, each subject term is associated with its syn-
onyms (i.e., its secondary subject terms). Thus, in our approach, the 
occurrences of each subject term s ∈ S

′

is the sum of the occurrences of 
s and its synonyms. 

However, this formula allows a subject term to have its multiple 
subsumers. This violates the structure of a taxonomy, assuming that one 
subject term can be subsumed by at most one other subject term. To 
address this, [11] proposed a subsumption score of a subsumer a for a 
given subject term x. The score is then used to find the unique subsumer 
of x. The score is denoted as ss(a,x): 

ss(a, x) = p(a|x)+
∑

a′ ∈Sa

w(a′

, x)⋅p(a′

|x), (5)  

where a is a candidate subsumer of x, Sa is the set of subsumers of x, and 
w(a′,x) denotes the weight of the relation between a′ and x, calculated 
by w(a′

, x) = 1
d(a′

,x), where d(a′,x) is the layer distance between a′ and x. 
If the distance is higher, then lower weight is given. Thus, if a subject 
term x has more than two candidate subsumers Sa, we apply Eq. (5) and 
choose the subsumer with the highest ss score as the best subsumer for x. 

The key parameter in the subsumption method is α in Eq. (4). The 
higher α is, the lower the average depth and the higher the quality of the 
induced taxonomy. A trade-off thus needs to be considered between a 
higher average depth and a higher quality of taxonomic relations. In 
order to determine a good value of α using a method, we use the har-
monic mean of a quality and the average depth of the induced taxonomy. 
As the quality metric, [11] used a metric (called taxonomic F-measure) 
assuming that the gold-standard taxonomy exists. However, this metric 
cannot be applied where there is no such a taxonomy. In our approach, 
our premise is that a good taxonomy maximises overall semantic simi-
larities between all the pairs of parent-child in the induced taxonomy. 
Thus, we choose the notion of similarity as the quality metric. This is 
aligned with the notion of a good taxonomy used in the prior works [35]. 
As the similarity measure, we use the same approaches discussed in 
Section 3. Thus, our objective here is to induce a taxonomy T such that: 

T = arg max
T k⊆G

(
2ab

a + b

)

, (6)  

where T k denotes the taxonomy built using α = k; G denotes the set of n 
taxonomies with n values of α, that is, G = {T α1 ,…,T αn}, where αi is 
the i-th value of α in G. In this work, we examine values from 0.1 to 0.9 
with a step of 0.1 as α values, thus n is set to be 9. The symbol a is the 
average similarities of all the parent-child pairs of the nodes in T k, 
defined as: 

a =
1

|T k| − 1
∑

(x,y)∈T k

sim(x, y), (7)  

for all parent-child pairs of (x, y) ∈ T k; sim(x,y) is the similarity func-
tion, and ∣T k∣ is the number of nodes in T . Note that in each taxonomy 
T that we built, the number of edges is ∣T ∣ − 1. The symbol b is the 
average depth of T k denoted as 

b =
1

|T k|

∑

v∈T k

depth(v), (8)  

where depth(v) is the depth of a node v that is the number of edges from v 
to root node. The root is at depth zero. 

5. A case study: analysis of the APO repository 

We conduct a case study, where we apply the proposed methodology 
to the APO repository. First, we analyse how Step 1 in Fig. 1 can identify 
missing subject terms. Second, we qualitatively measure the quality of 
the refined subject terms produced by Step 2 in Fig. 1 based on the APO 
curators. Finally, we present the result of a subject term taxonomy 
induced from the refined subject terms using Step 3 in Fig. 1. In Section 
6, we further present an experiment to evaluate the effectiveness of our 
taxonomy inducing method using the gold-standard MeSH taxonomy to 
show its generalisability.13 The entire APO repository was collected 
from APO in Jun 2019, where it contained a total of 40,533 documents 
D and a total of the existing 5725 subject terms S used to index D . The 
assignment of the subject terms to each document d ∈ D has been 
achieved manually by a number of the APO curators based on their 
understanding, knowledge and experience. Each document consists of 
its title and text description, and also d is associated with a number of the 
assigned subject terms. 

5.1. Analysis of identifying missing subject terms 

Given the subject terms S , we applied our string matching method 
in Section 3.1 to D to identify missing subject terms S m. Fig. 4(a) and 
(b) show the top-20 most frequently used subject terms before/after 
identifying S m for indexing D . The x-axis represents the document 
frequencies (DFs) of the subject terms, while the y-axis shows the top-20 
subject terms in terms of their DFs. Here, the DF of a subject term s 
means the number of documents that have s as an indexed subject term. 
Before identifying S m, ‘regional australia institute in[form] library’ is 
the most dominant subject term in terms of DF, while ‘government’ is 
the most dominant after identifying S m. As observed, overall, the top- 
20 subject terms are easily distinguished between before/after identi-
fying S m and also their DFs are largely different. 

From another angle, the overall number of subject terms assigned to 
each document is notably increased after identifying S m. We found that 
the number of the unique subject terms in D before and after identifying 
S m is 5654 and 5702, respectively. Fig. 5 shows the comparison be-
tween two distributions of subject terms used to index D . The blue/ 
green line shows the distribution of the numbers of the assigned subject 
terms over each document in D before/after identifying S m. The x-axis 
denotes the sorted document indices in D in terms of such numbers. 
From this figure, we observe the following: (1) the average number of 
the subject terms used to index D before and after identifying S m is 4 
and 15, respectively; and (2) the maximum number of the subject term 
used to index D before and after identifying S m is 27 and 134, 
respectively. As a result, we can find additional subject terms by scan-
ning the text description of D . The subject term set S now is enlarged 
and additionally includes the identified missing subject terms. 

5.2. Filtering out irrelevant subject terms 

Our method for filtering out irrelevant subject terms has been pre-
sented in Section 3.2. First, we divide the subject terms S into the 
secondary and primary subject terms, denoted as S s and S p, respec-
tively. Thus, S s ∪ S p = S . As discussed in Section 3.2, for this, we 
calculate the DF of each subject term s ∈ S . If the DF ≥ min-df, we 
assign s to S p, and S s otherwise. To determine a value for min-df, we 
find the distribution of the DF values of the subject terms S as seen in 
Fig. 2. As observed, the majority of the subject terms are very infre-
quently used for indexing, as evident by the long tail of their low DFs. 
We choose a value for min-df capable of selecting only the top 20% of 
subject terms from S in terms of their DF values. Thus, a value of 78 is 

13 We also encourage the user to refer to ‘8’ to see examples of the outcomes of 
the proposed methodology after reading this section. 
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chosen as min-df for generating S s and S p. As a result, from the total 
5702 subject terms in S , we choose the 1146 ones as Sp whose DF values 
are ≥ 78, and the other 4556 subject terms as Ss. Table 1 shows the 
examples of the 10 subject terms in S s with their DFs. 

Second, we measure the usefulness of each subject term s ∈ S s. If we 
find s′ ∈ S p whose similarity with s is greater than or equal to min- 
sim-syns, we add s to the synonym list of s′. Otherwise, we ignore s by 
removing s from S . The similarity metric has been discussed in Section 
3. To build a word embedding model from D , after removing stopwords 

and applying lemmatization from D , we used the gensim Word2vec 
function14 with the parameters: size (dimensionality of the word vec-
tors): 100, window (maximum distance between the current and pre-
dicted word within a sentence): 5, min_count (ignores all words with 
total frequency lower than this): 3. As a value of min-sim-syns, we 
have chosen 0.7 in our case study. 

To assess the effectiveness of our refining methodology for filtering 
out irrelevant subject terms, we conducted an evaluation based on 
human judgement using two APO curators. Given the 4556 subject terms 
in S s, we further reduced the number of subject terms in S s that were 
to be assessed for their usefulness. As such candidates, we only consid-
ered the subject terms in S s whose similarity scores with any s′ ∈ S p 

are over 0.7. We assume that if there is no s′ ∈ S p whose similarity score 
is ≥0.7 with s ∈ S s, we regarded s to be irrelevant, thus being ignored. 
By doing so, we finally chose the 3008 subject terms and the relevance of 
each one of them was assessed by the APO curators. 

Specifically, given each s of the 3008 terms with its best similar one 
s′ ∈ S p measured by the similarity metrics in Section 3, the APO cura-
tors were asked to assess whether s can be correctly assigned as a syn-
onym of s′. If relevant, 1 is given, and otherwise 0 (irrelevant). These 
curators provided their agreed judgement about ‘relevant’ and ‘irrele-
vant’. We measure the accuracy of this assessment by dividing the 
number of values of 1 (relevant) by 3008. The accuracy turns out to be 
86.71%. Although there is no universal standard for assessing the result, 
this result may show that our method for filtering out irrelevant subject 
terms can be useful and generate a more precise set of dominantly used 
subject terms for indexing D . Also, the result indicates that our method 
can contribute to avoiding the unnecessary increase of the vocabulary 
size of subject terms and helping human indexers (also machines) to 
choose more relevant subject terms for indexing a new document. 
Further, by associating secondary subject terms with primary subject 
terms as synonyms, we can help human indexers to minimise the 
misinterpretation or ambiguity of the meanings of subject terms. 

From another angle, we are interested in analysing accuracy as we 
increase min-sim-syns. We assume that the higher it is, the better 
accuracy we would expect to get. Thus, we analysed the assessment 
results based on different values of min-sim-syns, {0.7, 0.8, 0.9}. The 
result can be seen in Table 2. As observed, our assumption is proven to 
be correct: accuracy gradually increases as we increase min-sim-syns. 
We suggest that an optimal value of min-sim-syns could be decided 
based on more empirical studies or with the help of the curators in the 
target digital repository. 

Table 3 shows the examples of 10 secondary subject terms associated 

Fig. 4. Top-20 subject terms (y-axis) in terms of their document frequencies for indexing D : the left (right) shows such document frequencies before (after) 
identifying missed subject terms. 
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Fig. 5. The distributions of subject terms for indexing the document collec-
tion D . 

Table 1 
The examples of the 10 secondary subject terms.  

No. Secondary subject terms S s  DF 

1 motor vehicles 75 
2 seniors 70 
3 vegetables 66 
4 guarantees 62 
5 happiness 56 
6 coding 48 
7 poisoning 47 
8 restaurants 44 
9 hygiene 38 
10 professional associations 28  

14 https://radimrehurek.com/gensim/models/word2vec.html 
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with some primary subject terms as synonyms in our case study. Also, 
the similarity score of each pair is observed in the table. Intuitively, the 
associated secondary subject terms can be observed closely relevant to 
the corresponding primary subject terms in terms of their semantics. 

5.3. Inducing subject term taxonomy 

In this section, we present the result of the induced subject term 
taxonomy from the refined subject terms S

′

using the subsumption 
method (SS). To show its relative capability, we also compare it with 
TaxoFinder [5]. TaxoFinder builds a CGraph (Concept Graph) that 
represents how subject terms are associated together based on their co- 
occurrences for indexing each document. In the CGraph, nodes are 
subject terms and an edge represents the co-occurrence of the two nodes. 
The associative strength of an edge is measured based on the similarity 
of the two nodes. As the similarity, we used a well-known method, 
Pointwise Mutual Information (PMI). The notion of PMI is to estimate 
the likelihood of co-occurrence of two terms, considering their indi-
vidual frequencies. In our experiment, we rather use the normalised PMI 
function that returns values between − 1 and 1. Since our similarity score 
range is [0,1], we simply convert the negative PMI values into 0. The 
normalised PMI function, denoted as npmi, for a pair of subject terms x 
and y is given as: 

pmi(xy) = log
p(xy)

p(x)p(y)
, npmi(xy) =

pmi(xy)
log(p(xy) )

, (9)  

where p(x) (resp. p(y)) represents the number of occurrences of x (resp. 
y) over the total occurrences of subject terms in S

′

, and p(x,y) is the co- 
occurrences of x and y over the total occurrences of all the pairs of 
subject terms in S

′

. In the CGraph, one node can have multiple edges to 
connect to other nodes. Given the CGraph, TaxoFinder applies the 
Maximum Spanning Tree (MST) algorithm to induce a taxonomy. The 
MST is a subset of the CGraph that includes all of ∣S

′

∣ nodes with the 
(∣S

′

∣ − 1) edges, maximising the associative strengths between the 
nodes. To apply the MST algorithm, the root node was chosen as the 
most frequently occurred subject term, assuming that it is likely to be the 

most general node as used in TaxoFinder. 
We now present how we chose an optimal value for α in Eq. (4) for 

SS. As discussed, to choose such a value, we measured the harmonic 
mean of the average similarity between all the parent-child nodes in T i 
and the average depth at each α candidate from {0.1,…,0.9}. Recall that 
the notion of the similarity is used to represent the quality of the induced 
taxonomy T i. The higher, the better quality T i reflects. Fig. 6(a) shows 
the distributions of these two kinds of measured values (similarities and 
depths) across the different α candidates. The red line shows the dis-
tribution of the average similarities and black line is the distribution of 
the average depths over the candidates. Also, recall that the higher a 
value for α is, the lower the average depth and the higher the quality of 
T i. From this figure, we calculated the harmonic mean values across the 
same candidates and chose 0.2 as an optimal value for α. The distribu-
tion of the harmonic mean values is depicted in Fig. 6(b). 

Fig. 7 shows partial taxonomic relations drawn from T i. We can 
observe reasonable broader-narrower relations between the subject 
terms whose semantics are similar. As seen, ‘law’ is the most abstract 
term, and a more abstract term is positioned in a higher level in the 
taxonomy. Also, ‘is-a’ relationships are easily drawn, for example, 
‘copyright law’ is ‘law’ (in other words, ‘copyright’ is a child of ‘law’). 
Further, we can see that the similarity between ‘law’ and ‘crime’ is 
higher than the similarity between ‘law’ and ‘fraud’. 

Fig. 8(a) and (b) show the entire structures of the taxonomy (denoted 
as T x) induced using SS and the one (denoted as T y) induced using 
TaxoFinder. The root node is indicated by the node in red, while other 
subject terms are denoted by blue circles. As can be seen, SS generated a 
more stable and balanced taxonomy in terms of the descendent distri-
bution than T y. That is, TaxoFinder generated a significantly deeper 
taxonomy than T x. It turned out that the average depth of T x is 4 and 
that of T y is 34. The max depth of T x is 9 and that of T y is 57. One 
possible reason is that TaxoFinder uses a MST algorithm to build a final 
taxonomy based only on the associative strengths between nodes, and it 
does not incorporate any method for finding an optimal depth of the 
induced taxonomy. Also we can see that some nodes have only one child 
node in T y. Also, when comparing the top-level terms spreading out 
horizontally, T x shows more broad range of subject terms (i.e., five) 
than T y showing only one subject term. As we see in each taxonomy, 
subject terms are connected to each other on different depths, and se-
mantic similarities between them are easily drawn by navigating their 
paths in the taxonomy. 

In order to better understand the effectiveness of the subsumption 
method (i.e., SS), we present the quantitative comparison between SS 
and TaxoFinder in the next section. 

6. Evaluation of inducing subject term taxonomy 

We now quantitatively evaluate the effectiveness of the subsumption 
method (SS) using a publicly well-known dataset. This can improve our 
understanding of the generalisability of our approach for inducing a 
taxonomy. To show the relative effectiveness of SS, we also compare it 
with TaxoFinder. We assess the induced taxonomy T i from each 
method (i.e., SS or TaxoFinder) by comparing it with the existing gold- 
standard taxonomy T g. Our aim to induce a taxonomy T i as much close 
as possible to T g. 

6.1. The corpus for MeSH 

MeSH was chosen as the source of the gold-standard taxonomy T g. 
MeSH is a representative, biomedical controlled vocabulary consisting 
of 29k+ biomedical subject terms in a taxonomy introduced by National 

Table 2 
The assessment result of filtering out secondary subject 
terms.  

min-sim-syns Accuracy (%) 

0.7 86.71 
0.8 90.46 
0.9 93.86  

Table 3 
The 10 Examples of secondary subject terms associated with the primary subject 
terms with their similarities.  

No. Secondary subject 
terms 

Primary subject terms similarity 
score 

1 downloading of data data 0.92 
2 urban revitalisation urban development 0.88 
3 student learning students 0.86 
4 employment policy employment 0.86 
5 social wellbeing well-being 0.86 
6 housing and health housing 0.85 
7 information literacy literacy 0.85 
8 indigenous education aboriginal Australians 

education 
0.84 

9 popular music music 0.83 
10 urban water water 0.81  
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Library of Medicine. Our rationale for choosing MeSH is two-fold: First, 
it is one of well-defined and publicly accessible tree structures of med-
ical subject terms in biomedical science. Second, BioASQ15 also publicly 
provides the 14 millions of annotated biomedical articles (title + ab-
stract) by MeSH terms, where ‘annotated’ means that MeSH terms have 
been assigned to the articles in MEDLINE® as indexing terms. MeSH 
terms are assigned to each article in MEDLINE®, in order to describe 
what the article is about. Thus, our hypothesis is that by inducing a 
MeSH term taxonomy from such articles using SS and comparing it with 
the gold-standard MeSH, we aim to achieve our generalisability study of 
SS. 

Further, we aimed to conduct a more precise, simpler validation 
using MeSH. For this, we arbitrarily chose one of the 16 main branches 
in MeSH. We selected the ‘diseases’ taxonomy with the biomedical 

articles indexed with the descendent subject terms of the MeSH subject 
term ‘diseases’. Thus, the root node of Tg is ‘diseases’. This taxonomy T g 
has the largest number of immediate children (i.e., 26) among the 16 
branches of MeSH. It has the depth of 10, and the number of its 
descendent MeSH terms is 10k+ which is the second largest number of 
descendants while the ‘Chemist and Drugs’ branch has the largest 
number of descendant MeSH terms (i.e., 19k+). 

In 2020, we downloaded the 2020 version16 of MeSH and the 
biomedical articles indexed by the MeSH terms from BioASQ. From 
these articles, we only chose the articles which have been published in 
the last 5 years and also indexed by the terms under the diseases sub-
taxonomy. Then, we obtained around 630,336 articles. Afterwards, we 
ignored relatively lower document frequencies (DFs) of MeSH terms to 
reduce a bias of DFs of the MeSH terms. For this, we ignored the 25% of 

(a) Distribution of the average similarities vs. depths (b) Distribution of the harmonic mean values

Fig. 6. The distributions of the harmonic mean values using average similarities and average depths of the induced taxonomy across different α values from the 
APO data. 

Fig. 7. An example of taxonomic relations in the induced taxonomy from the APO data.  

15 http://participants-area.bioasq.org/datasets/ 16 https://www.nlm.nih.gov/databases/download/mesh.html 
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the MeSH terms with the lowest DFs. The total number of the MeSH 
terms used in our experiment turned out to be 836. Further, from the 
630,336 articles, we filtered out certain articles whose the number of 
indexed MeSH terms under the 836 diseases subtaxonomy are < 2, as 
these articles do not have co-occurred MeSH terms. Note that the sub-
sumption method is based on co-occurrence of subject terms. Finally, the 
82,799 articles with the 836 MeSH terms were used as the input to SS. 
The 630,336 articles are used to build a word embedding model using 
Word2vec [33]. To build the embedding model, we used the same pa-
rameters using the gensim Word2vec method as done in Section 5.2. 
Also, note that we reorganised the diseases subtaxonomy using only the 
836 terms S , maintaining their ancestor-descendent relations. For 
example, given a term s ∈ T g, if s’s parent p is not included in the 836 
terms, we connected s with the p’s immediate ancestor that is included in 
S . 

6.2. Evaluation metrics 

As the evaluation metrics, we use global taxonomic F-measure (TF), 
the harmonic mean of global taxonomic precision (TP) and global taxo-
nomic recall (TR), as widely used for assessing induced taxonomies [5]. 
Calculating these metrics can be divided into a local and a global mea-
sure. The local measure is used for comparing the position of a term in 
the induced taxonomy T i with the position of the same term in Tg. The 
global measure then aggregates the local measures of all terms in T i and 
calculates the overall taxonomic quality of T i. As the local measure, the 
notion of the common semantic cotopy (csc) is used [5]. Given a term s, 
T i and T g, their csc denotes the set that includes s and its ancestors and 
descendants shared by both T i and T g. Formally, the csc is defined as: 

csc
(
s,T i,T g

)
=

{
si|si ∈ Si ∩ Sg (si≤Si s ∨ s≤Si si)

}
, (10)  

where Si (resp. Sg) is the set of terms in T i (resp. T g) (in our work, Si =

Sg), and ‘≤Si’ is the order induced by taxonomic relations in T i (i.e., si is 
either an s’s descendent (si < s) or an ancestor (s < si) or si = s). Using this 
notion, local taxonomic precision (tp) and local taxonomic recall (tr) are 
defined as: 

tp(s) =
⃒
⃒csc

(
s,T i,T g

)
∩ csc

(
s,T g,T i

)⃒
⃒

⃒
⃒csc

(
s,T i,T g

)⃒
⃒

,

tr(s) =
⃒
⃒csc

(
s,T i,T g

)
∩ csc

(
s,T g,T i

)⃒
⃒

⃒
⃒csc

(
s,T g,T i

)⃒
⃒

.

(11) 

Then, TP, TR, and TF are finally drawn from the local estimation: 

TP =
1

⃒
⃒Si ∩ Sg

⃒
⃒

∑

s∈Si∩Sg

tp(s),

TR =
1

⃒
⃒Si ∩ Sg

⃒
⃒

∑

s∈Si∩Sg

tr(s),

TF =
2⋅TP⋅TR
TP + TR

,

(12)  

where the higher a TF is, the better quality of T i is considered. 
We now analyse the evaluation result using the MeSH data. First, as 

an optimal value α for SS, 0.1 was chosen using the same method as done 
with the APO data. Similar to the result using the APO data, it turned out 
that SS generated a better quality of taxonomy, producing the average 
and max depths are 3 and 40, respectively, while TaxoFinder produced 
40 and 75 respectively. Thus, TaxoFinder produced the taxonomy with a 
much greater depth. Our focus is now to present the quality of the 
induced taxonomy using SS, in comparison with TaxoFinder, by means 
of TP, TR, and TF. Table 4 shows the comparison of these two methods, 
where the higher score under each metric is denoted in bold. As 
observed, SS outperforms TaxoFinder in TP and TF. In particular, in TF, 
SS turns out to be more than 60 times better than TaxoFinder. Although 

Fig. 8. Induced taxonomies.  

Table 4 
The comparison between the subsumption method (SS) and TaxoFinder in terms 
of TP, TR, and TF.  

Method TP TR TF 

SS 0.524 0.831 0.642 
TaxoFinder 0.051 0.860 0.097  
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TaxoFinder shows a slightly better performance on TR, the overall 
performance (i.e., TF) is much lower than SS. Thus, our evaluation re-
sults show that our induced taxonomy shows a much higher quality, in 
comparison with the state-of-the-art method, TaxoFinder. The TF score 
0.642 roughly indicates that 64% of the taxonomic relations, identified 
by SS, are the same with the relations in the gold-standard diseases 
taxonomy. This TF result is almost similar to the highest TF results of the 
proposed approaches in related works using different datasets [5,11]. 
Finally, our evaluation results show the validity that SS has a potential to 
be used for identifying semantics and broader-narrower relations of 
subject terms. 

7. Conclusion 

In this paper, we presented a methodology for refining an existing set 
of subject terms used to index a digital collection in a digital repository. 
The motivation of our work was to (1) additionally find potentially 
relevant subject terms that have been missed for indexing the collection, 
and (2) also generate a more precise, meaningful set of subject terms by 
refining the existing subject terms. Further, we presented the method for 
inducing a taxonomy from the refined subject terms, with our proposed 
objective function that maximises the harmonic mean of the quality of 
the induced taxonomy T i using the notion of similarity between the 
nodes in T i and its depth. We evaluated the quality of the refined 
subject terms based on human judgement using the APO repository. 
Also, to show the generalisability of our taxonomy inducing method, we 
quantitatively measured its effectiveness using the MeSH taxonomy with 
the document collection downloaded in the year of 2020 from BioASQ, 
in comparison with the state-of-the-art taxonomy learning method, 
TaxoFinder [5]. Our evaluation showed that the proposed methodology 
has high potential for refining an existing set of subject terms and 
capturing their semantic relationships. Our methodology has been 
designed to be generalisable, thus can be applied to various repositories 
or domains, where a document collection and its indexed subject terms 
exist. We expect that this study can provide two major benefits for the 
digital library community: (1) improving the ability to index the un-
derlying document collection with more precise, relevant subject terms; 
and (2) providing better understanding about the semantic relationships 

among underlying subject terms from an induced taxonomy, helping to 
produce more accurate indexing of the collection. 

There may be some possible limitations in this study. To identify 
synonyms, this study proposed the similarity measures using WordNet 
and the word embeddings. However, we may need more thorough ex-
periments to validate the effectiveness of these similarity measures in 
comparison with various similarity measures. Also, this work does not 
address how to incrementally evolve the structure of the induced tax-
onomy as we have more documents and their indexed subject terms. 
Considering that digital documents are growing rapidly these days, it 
would be interesting to keep the induced taxonomy up-to-date, evolving 
and reflecting changes occurred in the current document collection. 

As future work, we plan to conduct more comprehensive case studies 
to further validate the methodology. Also, we will include a testing with 
the end-users of the APO repository for determining whether their needs 
can be better met by using the refined subject terms for indexing. 
Further, we plan to investigate an automatic method for reflecting 
refining subject terms into the APO metadata records, and improve the 
document indexing task using the metadata. 
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Appendix A. Demonstration using an article in APO 

In this appendix, we demonstrate the results of identifying missing subject terms, refining subject terms, and inducing a subject term taxonomy 
using a short article that has only an abstract from APO repository.  

• Title: Improving Indigenous completion rates in mainstream TAFE: an action research.  
• Body Text: Indigenous engagement with vocational education and training (VET) hasimproved significantly, but successful Indigenous completion 

rates are lower nationally when compared to the overall population. In this report, based on an action research project, Jo Balatti, Lyn Gargano, 
Martha Goldman, Gary Wood and Julie Woodlock examine intra-institutional factors at four Queensland TAFE institutes to better understand and 
take action on issues affecting Indigenous completion rates. At policy level, the authors conclude mainstream programs require examination at 
three levels - intellectual, cultural and social - to develop effective responses to facilitate successful Indigenous completion rates. At organisation 
level, the authors recommend examination of organisational culture for consistency of values and beliefs, and practices in terms of content, 
teaching, support, and collaboration.  

• Existing subject terms: Aboriginal Australians  
• Identified missing subject terms: TAFE, VET, indigenous, action research, research, collaboration, content, culture, education, education and 

training, organisational culture, policy, population, social, support, teaching, training, values, vocational education, vocational education and 
training.  

• Refined subject terms: TAFE, VET, indigenous, action research, research, collaboration, content, culture, education, education and training, 
policy, population, social, support, teaching, training, values, vocational education, vocational education and training. The term ‘organisational 
culture’ has been added to the synonym list of ‘culture’.  

• Fig. A.9 shows the induced taxonomy in our case study in Section 5. The subject terms used in this example are denoted in red, while the subject 
terms in black were added to help to understand their relationships with the red ones.  
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Fig. A.9. Induced subject term taxonomy with refined subject terms from an APO document.  
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