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A B S T R A C T

Finding an expert plays a crucial role in driving successful collaborations and speeding up high-quality research
development and innovations. However, the rapid growth of scientific publications and digital data makes
identifying the right experts a challenging problem. Existing approaches for finding experts given a topic can
be categorised into information retrieval techniques such as vector space models, document language models,
and graph-based models. In this paper, we propose ExpFinder, a new hybrid model for expert finding, that
integrates a novel 𝑁-gram vector space model, denoted as 𝑛VSM, and a graph-based model, denoted as 𝜇CO-
HITS, that is a proposed variation of the CO-HITS algorithm. The key of 𝑛VSM is to exploit recent inverse
document frequency weighting method for 𝑁-gram words, and ExpFinder incorporates 𝑛VSM into 𝜇CO-HITS
to achieve expert finding. We comprehensively evaluate ExpFinder on four different datasets from the academic
domains in comparison with six different expert finding models. The evaluation results show that ExpFinder
is an highly effective model for expert finding, substantially outperforming all the compared models in 19%
to 160.2%.
1. Introduction

Finding experts in a particular domain is key to accelerate rapid
formation of teams to respond to new opportunities, as well as un-
dertake and address new frontiers in research innovations. Further,
accurately identified experts can significantly contribute to enhancing
the research capabilities of an organisation leading to higher quality
research outcomes (Han et al., 2019). In general, an expert is defined
as a person who has sufficient ‘knowledge and skills’, called expertise,
in a given field (Husain et al., 2019). While digitally available data
describing experts’ expertise is rapidly growing, manually collating
such information to find experts seems impractical and expensive. Thus,
often in a large research organisation with diverse disciplines, finding
experts in a field that one does not know or has limited knowledge is
particularly very challenging.

Information retrieval techniques have been widely used to aid re-
trieval task for finding experts from digitally available expertise data
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(we collectively denote such data as documents in this paper) such
as scientific publications (Stankovic et al., 2010). Based on the lit-
erature (Gonçalves & Dorneles, 2019), there are two specific tasks
for expert retrieval: (1) expert finding - identifying experts given a
topic from available documents and rank them based on their exper-
tise level, and (2) expert profiling - identifying the areas of expertise
given an expert. In this paper we focus on the expert finding task
and propose a hybrid model for it from unstructured documents. We
use the term topic to represent a field of expertise. Most existing
approaches for expert finding can be classified into vector space models
(VSM), document language models (DLM), and graph-based models (GM).
In VSM, expert finding is often solved by modelling the weights of
topics, associated with the documents produced by experts, using Term
Frequency-Inverse Document Frequency (TFIDF) or its variation (Al-
habashneh et al., 2017; Chuang et al., 2014). In DLM, expert finding is
achieved by estimating the probability that a topic would be observed
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in the documents of an expert (Balog et al., 2009; Cifariello et al.,
2019; Wang et al., 2015). In GM, a graph is often used to represent
associations among experts, documents and/or topics. The strengths
of the associations are inferred to estimate the expertise degree of
an expert given a topic using various graph analytic methods such
as expert–document-term association paths (Gollapalli et al., 2013),
Hyper-Induced Topic Search (HITS) (Campbell et al., 2003; Yeniterzi
& Callan, 2014), or social network analysis methods (Bok et al., 2019;
Faisal et al., 2019; Sziklai, 2018).

In this work, we propose a hybrid model for expert finding,
ExpFinder,2 that integrates a novel 𝑁-gram VSM, denoted as 𝑛VSM, with

GM using an expert collaboration graph (ECG). We develop 𝑛VSM for
stimating the expertise degree (or weight) of an expert given a topic
y leveraging the recent IDF weighting (Shirakawa et al., 2017) for
-gram words (simply 𝑁-grams) composed of two or more terms (for
>1). This method demonstrated a higher robustness and effectiveness

n measuring the IDF weights of 𝑁-grams. We also build an ECG that is
n expert-document bipartite graph to represent associations between
xperts and documents based on the co-authorship information. To
stimate the weight of an expert given a topic on ECG, we propose
he GM, 𝜇CO-HITS, formed by applying two variation schemes to the
eneralised CO-HITS (Deng et al., 2009) algorithm.

Our motivation for developing ExpFinder lies in three reasons.
irst, despite promising performance of the IDF weighting (Shirakawa
t al., 2017) for 𝑁-gram words, its nature and impact for expert
inding has not been studied. This motivates us to investigate the
esign of 𝑛VSM that incorporates the IDF weighting for expert finding.
econd, although 𝑛VSM utilises the advantageous features of the IDF
eighting, it ignores the social importance (or influence) of experts.
s demonstrated by Hyperlink-Induced Topic Search (HITS) (Campbell
t al., 2003; Jiang et al., 2016; Yeniterzi & Callan, 2014) and PageR-
nk (Koumenides & Shadbolt, 2014), utilisation of the link structure of
ntities under consideration in a network is useful for estimating the
mportance of the entities. To address the limitation of 𝑛VSN, we build
n expert collaboration graph (ECG) to estimate such social importance,
nd design 𝜇CO-HITS that is a variation form of CO-HITS. We have
hosen CO-HITS as a baseline of 𝜇CO-HITS. Although CO-HITS has
een popularly used a fundamental algorithm that has been proven
ffective for ranking entities (e.g., web pages) on a bipartite graph in
arious applications (London & Csendes, 2013; Ma et al., 2022; Truong
t al., 2022; Yang et al., 2020), utilising CO-HITS for expert finding
as received little attention. Third, in order to exploit knowledge facets
f both 𝑛VSM and 𝜇CO-HITS, we develop a hybrid model, ExpFinder,
hat combines them. ExpFinder utilises and leverages both the graph
i.e., ECG) and content information (drawn from 𝑛VSM) from both sides

(i.e., experts and documents), so as to improve the precision of expert
finding.

This paper makes three main contributions. First, we present two
novel expert finding models, 𝑛VSM and 𝜇CO-HITS, where 𝑛VSM is a
new VSM model utilising the IDF weighting, and 𝜇CO-HITS explores
the social importance of experts based on their indirect interactions via
co-documents. Second, we present ExpFinder that is a hybrid model for
expert finding to create a stronger expert finding model by combining
𝑛VSM and 𝜇CO-HITS. We also provide in-depth explanation on how
ExpFinder is built on, and show the ExpFinder achieves better perfor-
mance than a single one (i.e., 𝑛VSM or 𝜇CO-HITS alone). ExpFinder
incorporates the weights of experts, estimated by 𝑛VSM, into an ECG,
and uses 𝜇CO-HITS to better estimate the weights of experts for a given
topic. Third, we present a comprehensive evaluation that measures the
outperformance of ExpFinder using four different datasets (LExR (Man-
garavite et al., 2016) and three DBLP datasets (Bordea et al., 2013))

2 ExpFinder’s source code is publicly available on https://doi.org/10.
4433/CO.3117588.v1.
2

in academic domains, in comparison with six different expert finding
models.

This rest of the paper is organised as follows. Section 2 provides
related works in expert finding. Section 3 presents an overview of
ExpFinder and Section 4 discusses in-depth steps for building
ExpFinder. Section 5 presents thorough empirical evaluations of
ExpFinder, followed by conclusion in Section 6.

2. Related work

In recent years, with the growing amount of digital expertise
sources, expert finding has become an intensive research area in
information retrieval community (Gonçalves & Dorneles, 2019). We can
mainly classify expert finding approaches into three categories: VSM,
DLM and GM.

In the VSM approach, the common idea is to estimate relevance
between a document and a topic using a weighting scheme in VSM
(e.g. TFIDF or its variation). Then, finding experts can be done by
assuming that an expert is seen as the collection of its published docu-
ments 𝑥. That is, the weight of an expert 𝑥 given a topic 𝑡 is estimated
by aggregating relevance scores between each document in 𝑥 and 𝑡.
or example, TFIDF was used to find experts in community question
nswering websites in which the goal is to find users with relevant
xpertise to provide answers for given questions (Riahi et al., 2012).
variation of TFIDF was also applied for expert finding in an organi-

ation’s ERP system (Schunk & Cong, 2010). The work (Chuang et al.,
014) also used TFIDF to identify experts given a topic using a topic
xtension method (finding interrelated terms of a given topic from the
orpus), where TFIDF was used to estimate relevance between extended
erms and each expert’s documents. TFIDF was also used to estimate
he weights of topics indicating the interests of an expert, and this
nformation is used with fuzzy logics for expert finding (Alhabashneh
t al., 2017).

The aim of the DLM approach is to find experts whose documents
re directly related to a given topic. In common, this approach esti-
ates the relationships between a topic and an expert as the probability

f generating the topic by the expert (Balog et al., 2009), or be-
ween an expert and its publications (Mangaravite & Santos, 2016).
MExpert (Wang et al., 2015) used the DLM (Balog et al., 2009) for
xpert finding using three factors: relevance of documents to the topic,
mportance of documents, and associations between documents and
xperts. Similarly, the work (Van Gysel et al., 2016) used a probabilistic
LM for expert finding by probabilistically generating a textual repre-

entation of an expert according to his documents and then ranking
uch documents according to a given topic. Recently, a probabilistic
odel, WISER (Cifariello et al., 2019), estimated the importance of

xperts’ documents given a topic using BM25 (Robertson & Zaragoza,
009). Using this importance, such documents were ranked and these
anks were summed to represent the topic-sensitive weight of an expert.

In the GM approach, experts are represented as nodes, and their
elationships are represented by their edges or implicitly derived from
graph. Different algorithms were used in the GM approach, such as
yperlink-Induced Topic Search (HITS) (Campbell et al., 2003; Jiang
t al., 2016; Yeniterzi & Callan, 2014) and PageRank (Koumenides &
hadbolt, 2014). For expert finding, PageRank was adapted in the con-
ext of online community discussions on a user–user graph built based
n votes from users whose questions were answered by whom (Zhang
t al., 2007). Also, a modified PageRank algorithm was developed and
pplied for finding experts in online knowledge communities (Wang
t al., 2013). HITS is also a graph-based link analysis algorithm orig-
nally designed for ranking the importance of web pages based on
uthority and hub scores. The work (Campbell et al., 2003) built an
xpert–expert bipartite graph based on email communication patterns
nd attempted to find the ranking of experts using HITS. CO-HITS
as introduced (Deng et al., 2009) to incorporate a bipartite graph

https://doi.org/10.24433/CO.3117588.v1
https://doi.org/10.24433/CO.3117588.v1
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with the content information from both sides (e.g. experts and docu-
ments in our context) by adding personalised parameters to HITS, and
CO-HITS showed higher performance than HITS (Deng et al., 2009).
Using an author–document–topic (ADT) graph, the expert finding GM
model (Gollapalli et al., 2013) leveraged possible paths between a
topic and an expert on the ADT graph. Recently, diverse expert find-
ing approaches were proposed in a social network. For example, the
authors (Faisal et al., 2019) proposed a method for finding experts
who can answer questions in a social network for ‘community question
answering’ using users’ votes and reputations. The approach (Bok et al.,
2019) focused on finding experts who can answer users’ questions
based on users’ online social activities in a social network (e.g. Twitter).

Also, we observe that some models tend to mix different techniques
from DLM, VSM, and/or GM. For example, AuthorRank (Deng et al.,
2011) combined a generative probabilistic DLM and a co-authorship
network based on the awareness of community information of expert
candidates. The DLM was used to identify the most relevant documents,
while the network was used to model the authors’ authorities based on
the community co-authorship. The work (Liu et al., 2013) combined a
cluster-based language model and a VSM for finding experts in ques-
tion and answer communities. The authors (Kundu & Mandal, 2019)
proposed a complex model for community question answering using a
variation of the DLM (Balog et al., 2009) and a HITS-based GM (the
HITS algorithm on a competition based expertise network (Aslay et al.,
2013)), where the scores from these models were linearly combined
to rank experts given a question. The work (Torkzadeh Mahani et al.,
2018) used the Dempster-Shafer combination theory to combine the
DLM (Balog et al., 2009) and a graph algorithm that analyses a social
interaction of experts.

Although VSM and DLM approaches exploit the content information
of expertise of experts, one common problem is that they likely ignore
the social influence of experts who may have similar expertise. Util-
ising such social influence information has been shown to be another
valuable information source for identifying experts as highlighted in
GM approaches. GM approaches focus more on interactions between
experts in expert social networks, thus the content information of
expertise tends to be less utilised. Instead, ExpFinder is a hybrid model
that incorporates the knowledge facets of both VSM and GM. ExpFinder
is a combination form of our novel VSM model (𝑛VSM) and GM
model (𝜇CO-HITS). 𝑛VSM takes advantage of the IDF weighting for

-grams (Shirakawa et al., 2017), and ExpFinder feeds 𝑛VSM into
𝜇CO-HITS that is a novel variation of CO-HITS to improve precision of
expert finding. Moreover, aforementioned mixture models were mostly
applied in finding experts in question-answering communities on social
networks. Differing from them, we focus on the task of experts finding
in academia, aiming to find experts whose expertise is represented
through their text-based evidence (e.g., publications) given a topic.

3. Introduction to ExpFinder

In this section, we present the overview of ExpFinder, and the basic
notations that we will use in the paper.

3.1. Overview of ExpFinder

ExpFinder aims to identify ranked experts according to their ex-
pertise degree given a topic. In this paper, we assume that a topic
is represented as a noun phrase which is extracted from documents
(e.g. scientific publications) of experts in a given domain. The reason
is that domain-specific concepts are often described by noun phrases
that represent the key information within a given corpus (Kang et al.,
2014). A noun phrase means a single-word noun or a group of words
that function together as a noun.

The key of ExpFinder is the utilisation of two knowledge facets in a
unified manner. The one is the estimation of the weights of experts
given a topic by utilising information in the proposed 𝑛VSM. The
3

second facet is 𝜇CO-HITS that performs on an expert collaboration
graph (ECG), where the expert collaboration is measured by the joint
production of experts (e.g. co-authored documents). We incorporate
the result of 𝑛VSM into the ECG, and reinforce the weights of experts
given a topic using 𝜇CO-HITS. The following presents the key steps in
ExpFinder (see also Fig. 1):

Step 1: Extract topics: Given experts and their documents (also
called corpus) in a given domain, we extract noun phrases as topics.

Step 2: Estimate the weights of experts and documents given
topics: Given a topic, we estimate the weights of experts and docu-
ments based on the proposed 𝑛TFIDF method in 𝑛VSM. In this paper,
we also call such weights topic-sensitive weights as these weights are
sensitive to the given topic. Given a topic, the key of 𝑛TFIDF lies in
a combination of the frequency of the topic with the IDF method of 𝑁-
grams over the corpus (Shirakawa et al., 2017). The output of this step
includes a topic–expert matrix and a topic–document matrix, where an
entry reflects the weight of an expert and a document given a topic,
respectively.

Step 3: Construct an ECG: We construct an ECG to represent
associations between experts and their jointly-published documents.
This graph is modelled by a directed, weighted bipartite graph that has
two kinds of nodes, one representing experts and the other representing
documents. A directed edge points from a document 𝑑 to an expert 𝑥,
if 𝑥 has published 𝑑.

Step 4: Reinforce expert weights using 𝜇CO-HITS: As presented
above, to rank experts, ExpFinder integrates the two knowledge facets:
(1) 𝑛VSM to estimate the weights of the experts and documents given
a topic (Step 2); and (2) 𝜇CO-HITS incorporating such weights into an
ECG (Step 3) to further reinforce the weights of experts. The outcome
of this step is the reinforced topic–expert matrix showing the weights
of experts. Finally, we rank the experts for each topic from the matrix.

3.2. Notations

We present the following basic notations in this paper.

• Let  be the set of experts, and || be the number of experts in
 .

• Let  be the set of all documents published by  . Let 𝑥 be all
documents published by 𝑥 ∈  . Also, let 𝑑 denotes the set of the
experts that have a document 𝑑 ∈ 

• Let  be the set of topics extracted from .
• Let 𝐓𝐗 be a | |×|| topic–expert matrix where rows and columns

are labelled with  and  , respectively. The entry that lies in
the 𝑖th row and the 𝑗th column of 𝐓𝐗 is denoted as 𝐓𝐗𝑖,𝑗 that
indicates the weight of 𝑥𝑗 ∈  on 𝑡𝑖 ∈  . If a weight is higher, the
more important the corresponding expert is on the given topic.

• Let 𝐃𝐗 be a || × || document–expert matrix where rows and
columns are labelled with  and  , respectively. The entry of
𝐃𝐗𝑖,𝑗 shows the weight of an expert 𝑥𝑗 ∈  on a document 𝑑𝑖 ∈ 
based on 𝑥𝑗 ’s contribution towards 𝑑𝑖.

• Let 𝐓𝐃 be a | | × || topic–document matrix where rows and
columns are labelled with  and , respectively. 𝐓𝐃𝑖,𝑗 represents
the weight of document 𝑑𝑗 ∈  on 𝑡𝑖 ∈  . If a weight is higher,
the more important the corresponding document is on the given
topic.

. Design of ExpFinder

In this section, we present the details of the four steps for designing
nd developing ExpFinder.
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Fig. 1. The overview of ExpFinder.
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.1. Extract topics

As presented in Section 3. we assume that a topic is represented as
noun phrase. We perform the following steps to extract noun phrases

rom . First, for each document 𝑑 ∈ , we split 𝑑 into its sentences
eeping their sequential indices. Second, for each sentence, we analyse
OS tags of the words in the sentence and remove stopwords. POS
agging is the process for assigning a part of speech to each word in
sentence. Then, each word remained is converted into its lemmatised

orm. Lemmatisation is the process of grouping together the inflected
orms of a word, thus they can be considered to be a single item
e.g. ‘patients’ is lemmatised to ‘patient’). Third, in the sentence, we
se the following linguistic pattern based on POS tags to extract noun
hrases:

JJ)∗|(VBN)∗|(VBG)∗(N)+, (1)

here ‘JJ’ means adjective, ‘VBN’ past participle, ‘VBG’ gerund, and ‘N’
ouns. Using this pattern, we can extract a noun phrase starting with
1) one or more nouns; (2) one or more adjectives followed by one
r more nouns (e.g. ‘medical system’); (3) one or more past participle
ollowed by one or more nouns (e.g. ‘embedded system’); and (4) one
r more gerund followed by one or more nouns (e.g. ‘learning system’).
he symbol ‘*’ denotes zero or more occurrences, ‘+’ denotes one or
ore occurrences.

Note that ExpFinder does not rely on a particular method for noun
hrase extraction, and thus can incorporate any noun phrase extraction
ethods.

.2. Estimate the weights of experts and documents given topics

We now present the process for creating a topic–expert matrix
𝐗 and a topic–document matrix 𝐓𝐃 from the extracted topics using
TFIDF in 𝑛VSM. These matrices will be used as the input to 𝜇CO-HITS.

.2.1. Topic–expert matrix creation
To create a 𝐓𝐗, our fundamental is to utilise the definition of the

LM (Balog et al., 2009; Wang et al., 2015) for expert finding. Thus,
e first briefly describe how this DLM can measure the topic-sensitive
eight of an expert 𝑥 ∈  given a topic 𝑡 ∈  , denoted as 𝑝(𝑥|𝑡).
ormally, it is given as (Balog et al., 2009):

(𝑥|𝑡) = 𝑝(𝑥, 𝑡)∕𝑝(𝑡), (2)

here 𝑝(𝑥, 𝑡) is the joint probability of 𝑥 and 𝑡, and 𝑝(𝑡) is the probability
f 𝑡. We ignore 𝑝(𝑡) as this is a consistently constant over all experts  .
hus, 𝑝(𝑥|𝑡) is approximated by 𝑝(𝑥, 𝑡) that is reformulated considering
ocuments 𝑥 (Balog et al., 2009):

(𝑥, 𝑡) =
∑

𝑑∈𝑥

𝑝(𝑥, 𝑑, 𝑡) =
∑

𝑑∈𝑥

𝑝(𝑑)𝑝(𝑥, 𝑡|𝑑)

=
∑

𝑝(𝑑)𝑝(𝑡|𝑑)𝑝(𝑥|𝑑).
(3)
4

𝑑∈𝑥
In Eq. (3), we observe the following notations (Wang et al., 2015):

• 𝑝(𝑑) is the prior probability of 𝑑 that can also be interpreted as
the weight (or importance) of 𝑑.

• 𝑝(𝑥|𝑑) is the conditional probability of 𝑥 given 𝑑 (e.g. in a simply
way, it can be estimated based on the order of 𝑥 in the co-author
list in 𝑑 (Wang et al., 2015)).

• 𝑝(𝑡|𝑑) is the conditional probability of 𝑡 given 𝑑.

In the DLM (Balog et al., 2009; Wang et al., 2015), it is assumed
hat a document 𝑑 is described as a collection of terms that appear
n 𝑑. An importance of a term 𝑤 ∈ 𝑡 within 𝑑 is determined by
he proportion of its occurrences. DLMs provide a way of capturing
his notion by representing a document as multinomial probability
istribution over the vocabulary of terms. To estimate 𝑝(𝑡|𝑑), let 𝜃𝑑 be
he document model of 𝑑, and the probability of 𝑡 in 𝜃𝑑 is 𝑝(𝑡|𝜃𝑑 ). This
(𝑡|𝜃𝑑 ) indicates how likely we see 𝑡 if we sampled 𝑡 randomly from 𝑑.
hus, 𝑝(𝑡|𝑑) is rewritten as 𝑝(𝑡|𝜃𝑑 ) taking the product of 𝑡’s individual
erm probabilities as follows (Balog et al., 2009; Wang et al., 2015):

(𝑡|𝜃𝑑 ) =
∏

𝑤∈𝑡
𝑝(𝑤|𝜃𝑑 ), (4)

here 𝑤 is an individual term in 𝑡. However, a limitation of Eq. (4)
s that unseen terms in 𝑑 would get a zero probability. Thus, it is

common in DLMs to introduce a smoothing factor to assign non-
ero probability to the unseen terms. Typically, it can be done by
educing the probabilities of the terms seen in the corpus and assigning
he additional probability mass to unseen terms. Formally, 𝑝(𝑤|𝜃𝑑 ) is
e-expressed as:

(𝑤|𝜃𝑑 ) = (1 − 𝜆𝜃)𝑝(𝑤|𝑑) + 𝜆𝜃𝑝(𝑤|) (5)

here 𝑝(𝑤|𝑑) is estimated by the term frequency of 𝑤 in 𝑑 divided by |𝑑|
the number of terms in 𝑑), denoted as 𝑡𝑓 (𝑤, 𝑑), and 𝑝(𝑤|) is the term
requency of 𝑤 in  normalised by ||, i.e., 𝑡𝑓 (𝑤, ||). The parameter
𝜃 controls the influence of the two probabilities.

We now present our novelty for estimating 𝑝(𝑡|𝑑) using 𝑛TFIDF.
ince 𝑛TFIDF is an extension of TFIDF, we briefly describe how 𝑝(𝑡|𝑑)
an be estimated using TFIDF in VSM. In a sense, 𝑝(𝑡|𝑑) can also be
nterpreted using TFIDF (Roelleke & Wang, 2008). Note that TFIDF is a
easure based on the distance between two probability distributions,

xpressed as the cross-entropy: (1) a local distribution of 𝑤 ∈ 𝑡 in 𝑑,
nd (2) a global distribution of 𝑤 in . TFIDF is a measure of perplexity
etween these two distributions. A higher perplexity score implies a
igher relevance of 𝑑 to 𝑤. The cross-entropy between distributions 𝑝𝑤
nd 𝑞𝑤 is as follows:

−
∑

𝑤
𝑝𝑤 log 𝑞𝑤 =

∑

𝑤
𝑝𝑤 log 1

𝑞𝑤
, (6)

if we substitute 𝑝𝑤 with 𝑡𝑓 (𝑤, 𝑑) (TF) and 1
𝑞𝑖

with the inverted proba-
bility of encountering 𝑑 with a term 𝑤 (IDF), denoted as |𝐷| , where
𝑑𝑓 (𝑤)
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𝑑𝑓 (𝑤) is the document frequency of 𝑤, we obtain a TFIDF formula:

𝑝(𝑡|𝑑) ≈
∑

𝑤∈𝑡
𝑡𝑓 (𝑤, 𝑑) log

|𝐷|

𝑑𝑓 (𝑤)
. (7)

Thus, as highlighted in Lu (2013), VSM and DLM are actually closely
related. The TF component 𝑡𝑓 (𝑤, 𝑑) is exactly same as the probability of
seeing a term 𝑤 in DLM. The IDF component |𝐷|

𝑑𝑓 (𝑤) is implicitly related
o a smoothing method in DLM that uses the collection frequency
𝑡𝑓 (𝑤, ||): term frequency of 𝑤 in  normalised by ||.

Based on the above observation, we now present our approach
or estimating 𝑝(𝑡|𝑑) using 𝑛TFIDF in 𝑛VSM. Although some variant
orms of TFIDF methods have been proposed, the majority of TFIDF
ethods use the same IDF function (Shirakawa et al., 2017). However,

ne drawback of IDF is that it cannot handle 𝑁-grams, contiguous
equence of 𝑁 terms (for 𝑁>1). The reason is that IDF tends to give
higher weight to a term that occurs in fewer documents. Note that

ypically, phrases occur in fewer documents when their collocations
re less common. Thus, uncommon phrases (e.g. noise phrases) are
nintentionally assigned high weight, yielding the conflict with the
efinition of a good phrase that constitutes a succinct conceptual
escriptor in text. To address it, 𝑁-gram IDF for weighting phrases
as recently proposed (Shirakawa et al., 2017). 𝑁-gram IDF has shown

he ability to accurately estimate weights of dominant phrases of any
ength, simply using the domain corpus.

The key in 𝑛VSM is the proposed formula 𝑛TFIDF that uses a
ombination of the frequency of a topic 𝑡 with 𝑡’s 𝑁-gram IDF. As that
requency, we use the average frequencies of the constituent terms in
. Formally, using 𝑛TFIDF, 𝑝(𝑡|𝑑) is defined as:

𝑝(𝑡|𝑑) ≈ 𝑛TFIDF(𝑡, 𝑑) = 𝑛𝑡𝑓 (𝑡, 𝑑) ⋅ 𝑛𝑖𝑑𝑓 (𝑡), where

𝑛𝑡𝑓 (𝑡, 𝑑) =
∑𝑛

𝑖=1 𝑡𝑓 (𝑤𝑖, 𝑑)
|𝑡|

,

𝑛𝑖𝑑𝑓 (𝑡) = log
|| ⋅ 𝑑𝑓 (𝑡)

𝑑𝑓 (𝑤1 ∧𝑤2 ∧ ... ∧𝑤𝑛)2

(8)

here 𝑤1,… , 𝑤𝑛 are 𝑛-constituent terms in 𝑡, 𝑡𝑓 (𝑤𝑖, 𝑑) is the term
requency of 𝑤𝑖 in 𝑑 normalised by |𝑑|, |𝑡| is equal to 𝑛, and 𝑛𝑖𝑑𝑓 (𝑡) is
he 𝑁-gram IDF method for 𝑡 (Shirakawa et al., 2017). Eq. (8) applies
or all |𝑡| ≥ 1, where 𝑛𝑖𝑑𝑓 (𝑡) is equal to the log-IDF, log ||

𝑑𝑓 (𝑡) , in Eq. (7),
when |𝑡|=1. Finally, in 𝑛VSM, 𝑝(𝑥|𝑡) in Eq. (3) is calculated using 𝑝(𝑡|𝑑)
n Eq. (8) and stored into 𝐓𝐗𝑖(𝑡),𝑖(𝑥), where 𝑖(𝑡) and 𝑖(𝑥) indicate the row

and column index of 𝑡 and 𝑥, respectively, in the 𝐓𝐗.

4.2.2. Topic–document matrix creation
To create a topic–document matrix 𝐓𝐃, we need to calculate the

topic-sensitive weight of a document 𝑑 given a topic 𝑡. Following the
idea of the DLM (Balog et al., 2009) again, we estimate this weight by
calculating the probability of 𝑑 being relevant to 𝑡: 𝑝(𝑑|𝑡). Using the
Bayes theorem, 𝑝(𝑑|𝑡) can be calculated as:

𝑝(𝑑|𝑡) = 𝑝(𝑡|𝑑)𝑝(𝑑)∕𝑝(𝑡), (9)

where 𝑝(𝑡) can be ignored as it is a consistently constant over all
documents. Thus, 𝑝(𝑡|𝑑)𝑝(𝑑) can be calculated by multiplying 𝑝(𝑡|𝑑) in
Eq. (8) and 𝑝(𝑑). Finally, 𝑝(𝑑|𝑡) is stored into the entry 𝐓𝐃𝑖(𝑡),𝑖(𝑑), where
𝑖(𝑡) and 𝑖(𝑑) indicate the row and column index of 𝑡 and 𝑑, respectively,
n the 𝐓𝐃.

.3. Construct an ECG

Although we have estimated the topic-sensitive weight of an expert
for a given topic 𝑡 in 𝑛VSM, one potential limit may be that 𝑝(𝑥|𝑡)

n Eq. (3) mainly relies on the documents 𝑥 (i.e. ∑

𝑑∈𝑥
), ignoring

he social importance (or influence) of experts. Our premise is that the
xpertise degree of 𝑥 on 𝑡 can depend not only on 𝑥’s knowledge on
, but also on 𝑥’s social importance among 𝑡’s collaborating experts
n a given domain. Thus, we propose that an expert collaboration
5

raph (i.e. ECG) can also be a valuable source, in order to estimate
uch social importance. This estimation is achieved by identifying more
uthoritative (or influential) topic-sensitive experts considering their
oint documents. That is, in a sense, an ECG is a social network for
xperts, and ExpFinder calculates the authority score of 𝑥 by repeatedly
xploring the collective importance of the joint documents, published
y 𝑥 and 𝑥’s coauthors, using 𝜇CO-HITS over the ECG. More specif-
cally, ExpFinder incorporates the topic-sensitive weights of experts
iven topic, estimated by 𝑛VSM, into an ECG and reinforces such
eights using 𝜇CO-HITS.

Let 𝐺 = (𝑉 ,𝐸) be an ECG (i.e. directed, weighted bipartite graph)
hat has two node types: experts  (also called authorities) and docu-
ents  (also called hubs). Thus, the node set 𝑉 =  ∪ . In 𝐺, each

xpert is not connected to any other experts, and the same is with the
ocuments. A directed edge points from a document 𝑑 ∈  to an expert
∈  , if 𝑥 has the authorship on 𝑑. This edge is denoted as 𝑒𝑑𝑥. Thus,

he set of edges 𝐸 contain directed edges from  to  . Given 𝑒𝑑𝑥, its
eight, denoted as 𝑤𝑑𝑥, comes from 𝐃𝐗𝑖(𝑑),𝑖(𝑥) (see Section 3.2).

An example ECG is depicted in Fig. 2(a), where the solid lines
how associations between experts and documents. The dashed arrows
how implicit collaborations between experts via their joint documents:
.g., 𝑥1 and 𝑥2 have the joint documents 𝑑1 and 𝑑2, such that a
ollaboration between them is established as a bidirectional dashed
rrow.

.4. Reinforcing expert weights using 𝜇CO-HITS

Note that 𝜇CO-HITS is a variation of CO-HITS (Deng et al., 2009).
hus, we first present the basic notion of CO-HITS on the structure of
CG. That is, an important document is expected to point to important
xperts, while an important expert is linked by important documents.
he importance of an expert 𝑥 is called the authority score of 𝑥, and
he importance of a document 𝑑 is called the hub score of 𝑑. These
cores are non-negative weights. Here, our goal is to reinforce the topic-
ensitive weights of experts, estimated by 𝑛VSM, using 𝜇CO-HITS on the
nderlying ECG. For this, our idea is that given a topic 𝑡, we propagate
he authority and hub scores with respect to 𝑡 by traversing  and 
n the ECG via an iterative process.

An example is shown in Fig. 2(b), where the hub scores, 𝐻(𝑑1)
nd 𝐻(𝑑2), are propagated to the expert 𝑥1 to update the authority
core 𝐴(𝑥1); 𝐻(𝑑2) is also propagate to update 𝐴(𝑥2); and 𝐻(𝑑3) is
ropagated to update 𝐴(𝑥2) and 𝐴(𝑥3). Once all the authority scores are
pdated, these scores are again propagated to the hubs to update their
cores. This performs iteratively. The intuition behind the iteration is
he repeated mutual reinforcement to estimate authority and hub scores
rom co-linked nodes on the ECG.

In order for ExpFinder to incorporate an topic into 𝜇CO-HITS, we
ake two steps. First, we extend the CO-HITS equation (Deng et al.,
009) to accommodate a topic. We call this extension topic-sensitive
O-HITS. As the initial authority and hub scores, our key idea is to
se the estimated topic-sensitive weights of experts and documents in
VSM, respectively. Second, we newly design and apply our variation
f topic-sensitive CO-HITS into the ECG. We elaborate these two steps
n the rest of this section.

As the first step, we formally present the topic-sensitive CO-HITS
quation, given an expert 𝑥 and a topic 𝑡:

𝐴(𝑥; 𝑡)𝑘 = (1 − 𝜆𝑥)𝛼𝑥;𝑡 + 𝜆𝑥
∑

𝑒𝑑𝑥∈𝐸
𝑤𝑑𝑥𝐻(𝑑; 𝑡)𝑘−1

(𝑑; 𝑡)𝑘 = (1 − 𝜆𝑑 )𝛼𝑑;𝑡 + 𝜆𝑑
∑

𝑒𝑑𝑢∈𝐸
𝑤𝑑𝑢𝐴(𝑢; 𝑡)𝑘

(10)

here

• 𝐴(𝑥; 𝑡)𝑘 and 𝐻(𝑑; 𝑡)𝑘 are the topic-sensitive authority score of 𝑥
and topic-sensitive hub score of 𝑑, respectively, given 𝑡 at 𝑘th

iteration.
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• 𝑤𝑑𝑥 denotes the weight of the edge 𝑒𝑑𝑥, and thus 𝑤𝑑𝑥 = 𝐃𝐗𝑖(𝑑),𝑖(𝑥)
and 𝑤𝑑𝑢 = 𝐃𝐗𝑖(𝑑),𝑖(𝑢), where 𝑖(𝑑) and 𝑖(𝑥) indicate the row and
column index of 𝑑 and 𝑥, respectively, on 𝐃𝐗.

• 𝑘 indicates a iteration number staring from 1.
• 𝛼𝑥;𝑡 is the initial score for 𝐴(𝑥; 𝑡)∗ and 𝛼𝑑;𝑡 is the initial score for
𝐻(𝑑; 𝑡)∗ given 𝑡. We call these scores personalised weights. In this
work, these personalised weights are normalised to be the widely
used L2-norm (Kleinberg, 1999), that is,

(

∑

𝑥𝑖∈ 𝛼𝑥𝑖 ;𝑡
)1∕2

= 1

and
(

∑

𝑑𝑖∈ 𝛼𝑑𝑖;𝑡
)1∕2

= 1. Also, after updating the 𝑘th iteration,
the square root of the sum of squares of 𝐴(𝑥; 𝑡)𝑘 and 𝐻(𝑑; 𝑡)𝑘

are normalised using L2-norm, respectively. Assigning the person-
alised weights provides crucial information in CO-HITS as they
provide valuable and make an impact on the propagation of the
updates of both authority and hub scores (Deng et al., 2009). Our
approach to determining the personalised weights is presented
when discussing our proposed variation equation of Eq. (11).

• 𝜆𝑥 ∈ [0,1] and 𝜆𝑑 ∈ [0,1] are personalised parameter for expert and
document, respectively. These parameters determine how much
we consider the personalised weights when calculating the 𝑘th
scores. Assigning lower values indicates that higher importance is
given to the personalised weights while reducing the propagation
effects of co-linked nodes.

• Using Eq. (10), the topic-sensitive CO-HITS algorithm performs as
follows: (1) with the personalised weights, a user-specified 𝑘 and
a topic 𝑡, update all authority scores of  ; and (2) update all hub
scores of . These steps are repeatedly performed 𝑘 times.

In the second step, we design the 𝜇CO-HITS equation and apply it
on the underlying ECG using two variation schemes of topic-sensitive
CO-HITS:

𝐴(𝑥; 𝑡)𝑘 = (1 − 𝜆𝑥)𝐴(𝑥; 𝑡)𝑘−1 + 𝜆𝑥

(∑

𝑒𝑑𝑥∈𝐸 𝑤𝑑𝑥𝐻(𝑑; 𝑡)𝑘−1

∑

𝑒𝑑𝑥∈𝐸 𝑤𝑑𝑥

)

(𝑑; 𝑡)𝑘 = (1 − 𝜆𝑑 )𝐻(𝑑; 𝑡)𝑘−1 + 𝜆𝑑

(∑

𝑒𝑑𝑢∈𝐸 𝑤𝑑𝑢𝐴(𝑢; 𝑡)𝑘
∑

𝑒𝑑𝑢∈𝐸 𝑤𝑑𝑢

) (11)

where the interpretation of all the variables is the same as presented
for Eq. (10), except the following two variation schemes.

The first variation scheme is that rather than using the fixed per-
sonalised weights 𝛼𝑥;𝑡 and 𝛼𝑑;𝑡, 𝜇CO-HITS uses dynamic personalised
weights 𝐴(𝑥; 𝑡)𝑘−1 and 𝐻(𝑑; 𝑡)𝑘−1 at each 𝑘th iteration. In Eq. (10),
regardless of iterations, the authority and hub scores at each iteration
are fixed to be 𝛼𝑥;𝑡 and 𝛼𝑑;𝑡. Different from it, our approach is to use
personalised weights at the 𝑘th iteration as the (𝑘-1)-th authority and
hub scores. By doing so, in the calculation of the authority (resp. hub)
scores at the 𝑘th iteration, the our aim is to exploit both the propagation
of the hub (resp. authority) scores and the effect of the authority (resp.
hub) score at the (𝑘-1)-th iteration. Thus, in 𝜇CO-HITS, personalised
weights are updated at each iteration based on the authority and
6

g

hub scores at the previous iteration. In our approach, as the initial
personalised weights, we use the topic-sensitive weights of experts
and documents estimated using 𝑛TFIDF in 𝑛VSM. Thus, 𝐴(𝑥; 𝑡)0 =
𝐓𝐗𝑖(𝑡),𝑖(𝑥) and 𝐻(𝑑; 𝑡)0 = 𝐓𝐃𝑖(𝑡),𝑖(𝑑). Similarly, in the topic-sensitive CO-
HITS equation in Eq. (10), 𝛼𝑥;𝑡 and 𝛼𝑑;𝑡 are set to be 𝐴(𝑥; 𝑡)0 and
𝐻(𝑑; 𝑡)0, respectively. By doing so, we integrate 𝑛VSM with 𝜇CO-HITS,
generating a new unified formula for this integration. Our intuition for
this integration is to improve the accuracy for expert finding by further
exploring the implicit relationships between experts, derived from the
ECG, in addition to the results of the 𝑛VSM approach. Note that 𝑛VSM
ignores such relationships, only utilising the importance of a document
𝑑; the importance of a topic 𝑡 from the documents of an expert 𝑥; and
the importance of 𝑥 given 𝑑 (see Eq. (3)).

The second variation scheme is that the aggregation of the authority
and hub scores is different from that of topic-sensitive CO-HITS. In
Eq. (10), 𝐴(𝑥; 𝑡)𝑘 and 𝐻(𝑑; 𝑡)𝑘 are calculated based on the square root of
he sum of squares of 𝐻(𝑑; 𝑡)𝑘−1 and 𝐴(𝑥; 𝑡)𝑘, respectively. This approach
ends to assign a higher authority score to an expert 𝑥 who has more

documents (i.e. |𝑥|). Similarly, it is likely that a higher hub score is
given to a document 𝑑 that is linked to more experts (i.e. |𝑑 |) that have

.
Instead, in 𝜇CO-HITS, we use the central tendency of 𝐻(𝑑; 𝑡)𝑘−1 to

calculate 𝐴(𝑥; 𝑡)𝑘; and also use the central tendency of 𝐴(𝑥; 𝑡)𝑘 to calcu-
ate 𝐻(𝑑; 𝑡)𝑘. The ‘average’ is used to measure such central tendency.
he reason is that we have already incorporated the idea of using ‘the
um of squares of authority and hub scores’, used in topic-sensitive
O-HITS, in the context of 𝑛VSM. Note that in 𝑛VSM, we calculated
he topic-sensitive weights of experts by using the sum operator as
een in Eq. (3) (i.e. ∑𝑑∈𝑥

). Thus, to avoid the duplicated use of this
sum’ operator, given a topic 𝑡, we design 𝜇CO-HITS in a way that
stimates the importance of an expert 𝑥 at the 𝑘th iteration (i.e. 𝐴(𝑥; 𝑡)𝑘)
y calculating the average of the (𝑘-1)-th hub scores, in addition to
ersonalised weight 𝐴(𝑥; 𝑡)𝑘−1. Similarly, we estimate the importance
f a document 𝑑 (i.e. 𝐻(𝑑; 𝑡)𝑘) by calculating the average of the 𝑘th
uthority scores, in addition to personalised weight 𝐻(𝑑; 𝑡)𝑘−1. In the
ame 𝜇CO-HITS, ‘𝜇’ indicates the ‘average’ so that 𝜇CO-HITS means
particular topic-specific CO-HITS using the ‘average’ importance of

uthority and hub scores.
We also highlight other features of 𝜇CO-HITS. First, as with topic-

ensitive CO-HITS, the updated authority and hub scores at each it-
ration are normalised using L2-norm. Second, if 𝜆𝑥 and 𝜆𝑑 are 0,
CO-HITS returns the initial personalised weights at each iteration.
hus, ExpFinder does not use the score propagation effects on the
CG, returning the same results obtained from 𝑛VSM. Third, if 𝜆𝑥 and
𝑑 are all equal to 1, 𝜇CO-HITS does not incorporate personalised
eights. However, it calculates 𝐻(𝑥; 𝑡)1 based on the 𝐻(𝑑; 𝑡)0 that was
btained from the topic–document matrix 𝐓𝐃, i.e., 𝐻(𝑑; 𝑡)0 = 𝐓𝐃𝑖(𝑡),𝑖(𝑑),
enerated by 𝑛VSM. Also, 𝐻(𝑑; 𝑡)1 is calculated based on 𝐴(𝑢; 𝑡)1.



Expert Systems With Applications 211 (2023) 118691Y.-B. Kang et al.

a
(
u
w
f

e
e

k
a
L

2

c

𝑛
a
t
d
m
s
p
t

i
o
t
i
a
o
s

g
e
2
(
r

𝑃

w
a
(
M
k
a

𝐴

Table 1
A summary of our four datasets.

LExR IR SW CL

# of documents 14 879 2355 1519 1667
# of experts 620 276 394 358
# of topics 227 268 2046 1583
Avg. # of documents per expert 28 9 4 5
Avg. # of experts per topic 6 10 9 8
Median # of experts per topic 5 8 6 5
Max # of experts per topic 26 177 226 158

5. Evaluation of ExpFinder

To assess the effectiveness of ExpFinder, we conduct the following
evaluation. First, we measure the effectiveness of the first knowl-
edge facet of ExpFinder, 𝑛VSM, in comparison with TFIDF-based VSM
nd two DLM approaches (Balog et al., 2009; Cifariello et al., 2019)
Section 5.3). Second, we show how to empirically find the best val-
es for personalised parameters of ExpFinder (Section 5.4). Third,
e evaluate that ExpFinder is a highly competitive model for expert

inding, in comparison with 𝑛VSM and three hybrid approaches that
combine certain forms of VSMs and GMs (Gollapalli et al., 2013;
Schall, 2015) (Section 5.5). Finally, we summarise our evaluation
results (Section 5.6).

5.1. Datasets

We use four benchmark datasets in our evaluation. One is the Lattes
Expertise Retrieval (LExR)3 test collection (Mangaravite et al., 2016)
for expertise retrieval in academic. LExR provides a comprehensive,
large-scale benchmark for evaluating expertise retrieval and it covers
all knowledge areas (e.g. earth sciences, biology, health sciences, lan-
guages, art, etc.) working in research institutions all over Brazil. Most
publications are written in Portuguese, Spanish and English. In our
evaluation, we only consider the English documents for our readability.
The other three datasets4 are Information Retrieval (IR), Semantic Web
(SW), and Computational Linguistics (CL) which are filtered subsets of
DBLP dataset (Bordea et al., 2013). In these four datasets, we regard
the authors as experts  and the publications as documents , where
ach publication is seen as a mixture of title and abstract. From , we
xtract phrases as the first step in ExpFinder (Section 3).

These datasets also provide the ground-truth about who are the
nown experts for the known topics. The expert degrees for each topic
re represented as non-relevance, relevance, and high relevance in
ExR. We regard individuals with non-relevance as non-experts, and

individuals with relevance and high relevance as experts. IR, SW and CL
also provide the expert list for each topic. We formalise the candidates
in such list as experts, and otherwise non-experts. From each dataset,
we preprocess the following steps to be used in our evaluation. First,
we remove publications containing empty title and abstract. Second,
we remove publications whose abstracts provide little information, that
is, less than 5 words after removing stopwords. Third, if there exists
duplicated topics, we remove such ones.

Table 1 shows an overview of the datasets after performing these
steps.

We note that our chosen datasets are relatively more comprehensive
than some previous works, which focused on academic domains for
their evaluation, in terms of the number of topics considered, thereby
providing a reasonable measure of the effectiveness of ExpFinder.
For example, the works (Deng et al., 2008), (Gollapalli et al., 2013)

3 LExR is available to download from http://toinebogers.com/?page_id=
40.

4 These datasets can be downloaded from http://www.lbd.dcc.ufmg.br/lbd/
ollections.
7

c

and (Wang et al., 2015) used two datasets with seven topics, two
datasets with 13 and 203 topics and one dataset with 14 topics,
respectively.5 Note that our evaluation have been done using the larger
numbers of the topics on the four datasets as seen in Table 1.

5.2. Evaluation framework

We present our evaluation configuration and metrics. Recall that as
a topic, we use a phrase. We assume that the maximum word length
of each phrase is 3 in our evaluation. Also, we observe that there is no
guarantee that an original known topic 𝑡𝑔 always appears in documents
 in each dataset. Thus, given each 𝑡𝑔 , we find its most similar phrase
𝑡 from . Then, 𝑡 is alternatively used as a topic, instead of 𝑡𝑔 . To find
𝑡 given 𝑡𝑔 , we use the scientific pre-trained model SciBERT6 (Beltagy
et al., 2019) that is a scientific language model trained on the fulltext
of 1.14M papers and 3.1B words, where the papers were collected from
‘semanticscholar.org’. Using this model allows us to measure a semantic
similarity between 𝑡𝑔 and 𝑡 by their cosine similarity according to
their corresponding vectors represented in the model. More specifically,
assume that 𝑠1 is an original known topic and 𝑠2 is a phrase extracted
from . Then, we measure their similarity as:

𝑠𝑖𝑚(𝑠1, 𝑠2) ≈ cos(𝑠1, 𝑠2) =
𝑠1 ⋅ 𝑠2

‖

‖

𝑠1 ‖‖
‖

‖

𝑠2 ‖‖
, (12)

where 𝑠𝟏 and 𝑠𝟐 are the represented vectors of 𝑠1 and 𝑠2 in SciBERT,
respectively. Each of these vectors is estimated by the average of the
embedded vectors of its constituent terms. Suppose that 𝑠1 consists of
-terms, 𝑠1 = (𝑤1,… , 𝑤𝑛), then, 𝑠𝟏 ≈

1
𝑛 (𝑤⃗𝟏+⋯+𝑤⃗𝑛), where (𝑤⃗1,… , 𝑤⃗𝑛)

re the embedded vectors of (𝑤1,… , 𝑤𝑛). The same principle is applied
o 𝑠2. Table 2 shows the examples of five topic-phrase pairs in each
ataset, where each pair shows an original known topic 𝑡𝑔 and the
ost similar phrase 𝑡 used as a topic in our evaluation. As we see,

ome phrases (𝑡) are equal to the original topic (𝑡𝑔), while some others
hrases are semantically very similar to the corresponding original
opic (e.g. ‘image classification’-‘image recognition’ on CL).

Other evaluation configuration includes: (1) we assume that the
mportance of documents is the same (i.e. 𝑝(𝑑)=1) and the importance
f all experts of 𝑑 is the same (i.e. 𝑝(𝑥|𝑑)=1) in Eq. (3). The reason is
hat one of our primary focuses is to evaluate the capability of 𝑛TFIDF
n 𝑛VSM in calculating 𝑝(𝑡|𝑑) in Eq. (3); (2) Thus, we also fix 𝑤𝑑𝑥=1
nd 𝑤𝑑𝑢=1 in Eqs. (10) and (11); and (3) from our empirical testing, we
bserved Eqs. (10) and (11) are commonly converged after 5 iterations,
o we set 𝑘 = 5.

For all expert finding models in our evaluation, our aim is to
enerate a ranked list of experts given a topic. We use two widely-used
valuation metrics for expert finding (Deng et al., 2009; Wang et al.,
015): (1) precision at rank n (P@n) and (2) Mean Average Precision
MAP). P@n measures the relevance of the 𝑛-top ranked experts with
espect to a given query topic, defined as (Deng et al., 2009):

@𝑛 = |𝑆𝑛 ∩ 𝑅𝑡|∕𝑛, (13)

here 𝑆𝑛 is the set of 𝑛-top recommended experts for a given topic 𝑡,
nd 𝑅𝑡 is the set of known experts for 𝑡. We report from P@10 to P@30
increasing by 5) for each topic and take the average over all topics.
AP measures the overall ability of a method to differentiate between

nown experts and non-experts. The average precision (AP) is defined
s (Wang et al., 2015):

𝑃 =
∑𝑛

𝑖=1(𝑃@𝑖 ∗ 𝑟𝑒𝑙(𝑖))
|𝑅𝑡|

(14)

where 𝑖 is the rank, 𝑟𝑒𝑙(𝑖) is a binary function indicating 1, if the result
at 𝑖 is a known expert, otherwise 0. MAP is the mean value of AP values
over all topics, and we use 𝑛 = 30 as used in (Deng et al., 2008).

5 These datasets are also no longer publicly available.
6 The pre-trained SciBERT model can be downloaded at https://github.

om/allenai/scibert.

http://toinebogers.com/?page_id=240
http://toinebogers.com/?page_id=240
http://www.lbd.dcc.ufmg.br/lbd/collections
http://www.lbd.dcc.ufmg.br/lbd/collections
https://github.com/allenai/scibert
https://github.com/allenai/scibert
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Table 2
Expertise topics and corresponding similar phrases in four datasets.

LExR IR

Topic Phrase Topic Phrase

Synthesis Synthesis Information retrieval Information retrieval
Risk factor Risk factor Search engine Search engine
Public health Public health Patent search Patent search
Thin film Ultrathin film Data modelling Information modelling
Development validation Validation process Cooperative work Collaborative working

SW CL

Topic Phrase Topic Phrase

Semantic web Semantic web Question answering Question answering
Linked data Linked data Knowledge transfer Knowledge transfer
Text understanding Text understanding Summarisation Summarisation
Auction Bidding Machine vision Computer vision
Invalidity Inadequacy Image classification Image recognition
Table 3
MAP and the improvement ratio of 𝑛VSM.

LExR IR SW CL Avg.

DLM-0.5 0.200 (233.0%) 0.208 (6.7%) 0.070 (51.4%) 0.063 (68.3%) 0.135 (103.7%)
DLM-0.6 0.159 (318.9%) 0.185 (7.8%) 0.068 (55.9%) 0.058 (82.8%) 0.118 (133.1%)
TFIDF 0.493 (35.1%) 0.206 (7.8%) 0.087 (21.8%) 0.120 (−11.7%) 0.226 (21.7%)
WISER 0.117 (469.2%) 0.150 (48.0%) 0.057 (86.0%) 0.051 (107.8%) 0.094 (192.6%)
𝑛VSM 0.666 0.222 0.106 0.106 0.275
T
𝑍
i

5.3. Evaluation of 𝑛VSM

As 𝑛VSM is one key component in ExpFinder, we first measure its
ffectiveness. As presented in Section 4.2, the concepts VSM and DLM
re closely related. Thus, we compare 𝑛VSM with TFIDF-based VSM

and two particular DLMs: (1) TFIDF-based VSM expressed using Eqs. (3)
nd (7) (denoted as TFIDF); (2) The DLM model (Balog et al., 2009;
ang et al., 2015) denoted using Eqs. (3) and (4) in which the prob-

bility of individual terms is estimated by Eq. (5), where we use two
alues for the best 𝜆𝜃 , 0.5 (DLM-0.5) and 0.6 (DLM-0.6), as suggested
y (Balog et al., 2009) and (Wang et al., 2015), respectively; and (3) A
ecent probabilistic model WISER (Cifariello et al., 2019) that combines
he document-centric approach exploiting the occurrence of topics in
xperts’ documents, with the profile-centric approach computing relat-
dness between experts using an external knowledge source, Wikipedia.
ince our work does not consider such an external knowledge source,
e only consider WISER with the document-centric approach for the

air comparison. In WISER, the topic-sensitive weight of an expert 𝑥
iven a topic 𝑡 is calculated using Reciprocal Rank (Macdonald & Ounis,
006): ∑𝑥,𝑡

𝑑
1

𝑟𝑎𝑛𝑘(𝑑) that represents the ranks of 𝑥’s documents where
𝑡 appears (𝑥,𝑡). Since 𝑡 is a phrase, 𝑥,𝑡 consists of the subset of

𝑥 that any of 𝑡’s constituent terms appears. 𝑟𝑎𝑛𝑘(𝑑) is the ranking
position of a document 𝑑 out of , where the position is determined
by BM25 (Robertson & Zaragoza, 2009). The hyper-parameters 𝑘1 and
𝑏 in BM25 are set to be 1.2 and 0.75, respectively, based on the
suggestion (Lv & Zhai, 2011).

The evaluation results are presented in Fig. 3 that shows the AP
values with n (n=10, 15, …, 30) of P@n for all topics. We observe
the following: (1) Overall, the VSM approaches (TFIDF and 𝑛VSM)
largely outperform all DLM-0.5, DLM-0.6 and WISER. This indicates
the VSM approaches can be more effectively used for identifying topic-
sensitive experts than the compared DLMs; (2) DLM-0.5 is consistently
better than DLM-0.6 but their difference seems minor; and (3) 𝑛VSM is
clearly better than TFIDF from P@10 to P@30 consistently over all the
four datasets. Also, 𝑛VSM substantially outperforms all the compared
methods on all the four datasets.

Table 3 shows the results on MAP and the relative improvement
ratio of 𝑛VSM over the other models. The best one in each dataset is
denoted in boldface. We see that 𝑛VSM’s improvements over DLM-0.5
and DLM-0.6 are substantial: up to 318.9% over DLM-0.6 on LExR,
8

7.8% over DLM-0.6 on IR, 55.9% on CL, and 82.8% on CL. Moreover,
𝑛VSM substantially outperforms WISER from 48.0% on IR to 469.2% on
LExR. Also, 𝑛VSM is highly better than TFIDF except the only one case
on CL. On average, we observe that 𝑛VSM largely outperforms DLM-0.5
in 103.7%; DLM-0.6 in 133.1%; WISER in 192.6%; and TFIDF in 21.7%
across the four datasets. In summary, the results show an empirical
evidence that 𝑛VSM can be competitive and effectively used for expert
finding. Further, these show that ExpFinder is equipped with a powerful
component, 𝑛VSM, for expert finding.

5.4. Finding the best values for personalised parameters in ExpFinder: 𝜆𝑥
and 𝜆𝑑

We now present how to empirically find the best values for per-
sonalised parameters 𝜆𝑥 and 𝜆𝑑 of 𝜇CO-HITS (see Eq. (11)) which is
another key component of ExpFinder. Our approach is to make a full
use of all the four datasets to determine such values. For this, we
measure the mean impact of different values of 𝜆𝑥 and 𝜆𝑑 , respectively,
on generating the MAP results from the four datasets. Our aim is to
provide an empirical guideline for choosing the best values for these
parameters. Formally, let 𝑍 be the set of candidate values [0, 0.1, …,
1.0] for 𝜆𝑥 and 𝜆𝑑 . Then, let us define MAP(𝑎, 𝑏) as the MAP value using
a pair of 𝑎 ∈ 𝑍 for 𝜆𝑥 and 𝑏 ∈ 𝑍 for 𝜆𝑑 . First, we choose the best value
for 𝜆𝑥. To this end, for each value 𝑎 ∈ 𝑍, we compute the mean of the
MAP values with all values in 𝑍 in each dataset:

𝐴𝑣𝑔(𝑎, 𝜆𝑥) =
1
|𝑍|

∑

𝑏∈𝑍
MAP(𝑎, 𝑏). (15)

hen, we obtain the |𝑍|-length vector of 𝐴𝑣𝑔(𝑎, 𝜆𝑥) for all values in
. Let us say that this vector is denoted as 𝐴𝑣𝑔(𝑍, 𝜆𝑥). For example,

f 𝐴𝑣𝑔(𝑍, 𝜆𝑥) = [1,0.9,0.8,… ,0], then the corresponding element-
wise rank vector is 𝑅(𝐴𝑣𝑔(𝑍, 𝜆𝑥)) = [11,10,9,… ,1], where the higher
rank indicates the higher mean of the MAP values. Similarly, we use
𝑅𝑖(𝐴𝑣𝑔(𝑍, 𝜆𝑥)) to denote the 𝑅(𝐴𝑣𝑔(𝑍, 𝜆𝑥)) calculated on the dataset
𝑖. Finally, we compute the element-wise mean rank across the four
datasets:

𝐴𝑣𝑔𝑅(𝑍, 𝜆𝑥) =
1
𝑛

𝑛
∑

𝑖=1
𝑅𝑖(𝐴𝑣𝑔(𝑍, 𝜆𝑥)), (16)

where 𝑛 = 4 corresponding to the number of datasets. Using the above
equation, we find the best value for 𝜆𝑥 that is the 𝑎 ∈ 𝑍 generating the
highest rank.
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Finding the best value for 𝜆𝑑 is the same as the above procedure,
xcept that we fix 𝑎 to be the identified best value for 𝜆𝑥. Thus, Eq. (15)
s modified as: 𝐴𝑣𝑔(𝑏, 𝜆𝑑 ) = MAP(𝑎, 𝑏). Then, we obtain the |𝑍|-length
ector of 𝐴𝑣𝑔(𝑏, 𝜆𝑑 ) for all possible values for 𝑏 ∈ 𝑍. This vector is
enoted as 𝐴𝑣𝑔(𝑍, 𝜆𝑑 ). Also, 𝑅𝑖(𝐴𝑣𝑔(𝑍, 𝜆𝑑 )) indicates the 𝑅(𝐴𝑣𝑔(𝑍, 𝜆𝑑 ))
alculated on the dataset 𝑖. Finally, we compute the element-wise mean
ank across the four datasets using the Eq. (16) except that 𝜆𝑥 is
eplaced with 𝜆𝑑 . By doing so, we find the best value for 𝜆𝑑 by choosing
he 𝑏 ∈ 𝑍 generating the highest rank. Fig. 4(a) - (b) show the average
anks of values in 𝑍 for 𝜆𝑥 and 𝜆𝑑 , respectively, across four datasets.
s we see, 𝜆𝑥 = 1.0 produces the highest rank, whereas 𝜆𝑑 = 0.7 is the
ighest rank with 𝜆𝑥 = 1.0. The best ones are denoted in red colour.

.5. Evaluation of ExpFinder

We now evaluate ExpFinder using the best values for 𝜆𝑥 and 𝜆𝑑 .
o measure its relative effectiveness, we also compare it with 𝑛VSM
s well as three hybrid models: (1) ADT (Gollapalli et al., 2013), (2)
eputation Model (simply RepModel) (Schall, 2015), and (3) CO-HITS
Eq. (10)). Here, for comparison purposes, our focus is to choose three
ybrid models that take certain forms of combination of a GM and a
SM. We do not include hybrid models combining a GM and a DLM,
s the DLM approaches (e.g., DLM-0.5, DLM-0.6, and WISER) showed
ower performance than our VSM approaches (TFIDF (Eq. (7)) and
VSM (Eq. (8))) as presented in Section 5.3. Our objective here is
o validate the stronger ability of ExpFinder over those three hybrid
odels. Finally, we show that ExpFinder works well regardless of topic

overage.
ADT uses an indirect, weighted tripartite (expert–document–topic)
9

raph, where each triplet contains experts, documents and topics.
xperts are connected to their documents, and also documents are
onnected to the topics based on their occurrences. The weight of an
dge between an expert 𝑥 and a document 𝑑 (𝑤𝑥𝑑) corresponds to
𝑝(𝑥|𝑑) in Eq. (3). The weight of an edge between 𝑑 and a topic 𝑡 (𝑤𝑑𝑡)
s modelled as 𝑝(𝑡|𝑑) in Eq. (3). Recall that we fixed 𝑝(𝑥|𝑑) as 1 in
ection 5.2. As ExpFinder models 𝑝(𝑡|𝑑) as 𝑛TFIDF, we also model 𝑤𝑑𝑡
s 𝑛TFIDF in ADT for the fair comparison. By combining the tripartite
raph and 𝑛TFIDF, ADT forms a hybrid model (GM + VSM). ADT ranks
given a topic 𝑡 based on the score function 𝑠(𝑥, 𝑡) (the higher the more

mportant):

(𝑥, 𝑡) =
∑

𝑑∈𝑥

𝑤𝑥𝑑 ⋅ 𝑝𝑤𝑒𝑖𝑔ℎ𝑡(𝑑, 𝑡), (17)

here 𝑝𝑤𝑒𝑖𝑔ℎ𝑡(𝑑, 𝑡) =
∑

𝑝∈𝑃 (𝑑,𝑡)
∏

𝑖 𝑤(𝑒𝑖) where 𝑝 is a path between 𝑑
nd 𝑡 comprising of edges such that 𝑝 = 𝑒1𝑒2 … 𝑒𝑛; 𝑃 (𝑑, 𝑡) is the set of
ll possible paths between 𝑑 and 𝑡; and 𝑤(𝑒𝑖) is the weight of the 𝑖th
dge in 𝑝.

RepModel (Schall, 2015) was originally designed to estimate the
opic-sensitive reputation of an organisation in the context of scientific
esearch projects. This model uses topic-sensitive CO-HITS given a
opic, where an organisation is seen as an expert and a project is seen
s a document in our work. Thus, using the CO-HITS notations in
q. (10), RepModel models 𝐴(𝑥; 𝑡)𝑘 as ∑

𝑤∈𝑡 𝑤𝑤𝐴(𝑥;𝑤)𝑘 and 𝐻(𝑑; 𝑡)𝑘

s ∑

𝑤∈𝑡 𝑤𝑤𝐻(𝑑;𝑤)𝑘, where 𝑤𝑤 = 1
|𝑡| . As 𝜆𝑥 and 𝜆𝑑 , we use 0.85 as

used in Schall (2015). In RepModel, the personalised weights 𝛼𝑥;𝑤 and
𝛼𝑑;𝑤 are defined as: 𝛼𝑑;𝑤 = 𝑡𝑓 (𝑑,𝑤) denoting the term frequency of 𝑤
divided by |𝑑|; and 𝛼𝑥;𝑤 = 𝑠(𝑥,𝑤) if 𝑤 appears in 𝑥, and 0, otherwise.
𝑠(𝑥,𝑤) is defined as 1 − max𝑠 −𝑤𝑒𝑖𝑔ℎ𝑡(𝑥,𝑤)

max𝑠 −min𝑠
, where max𝑠 and min𝑠 are the

max and min values of 𝑤𝑒𝑖𝑔ℎ𝑡(𝑥,𝑤) for all experts, and 𝑤𝑒𝑖𝑔ℎ𝑡(𝑥,𝑤)
is the weight of 𝑥 on 𝑤 calculated by the number of documents in 
𝑥
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Fig. 4. Finding the best values for 𝜆𝑥 and 𝜆𝑑 .
Table 4
MAP and the improvement ratio of ExpFinder.

LExR IR SW CL Avg.

𝑛VSM 0.666 (12.1%) 0.222 (15.3%) 0.106 (7.6%) 0.106 (4.7%) 0.275 (11.6%)
ADT 0.574 (30.1%) 0.186 (37.6%) 0.077 (48.1%) 0.106 (4.7%) 0.236 (30.1%)
RepModel 0.260 (187.3%) 0.144 (77.8%) 0.061 (86.9%) 0.070 (58.6%) 0.134 (129.1%)
CO-HITS 0.611 (22.3%) 0.228 (12.3%) 0.104 (9.6%) 0.088 (26.1%) 0.258 (19.0%)
ExpFinder 0.747 0.256 0.114 0.111 0.307
where 𝑤 appears. Thus, by combining CO-HITS and the above 𝑡𝑓 -based
weighting schemes, RepModel forms a hybrid model (GM + VSM). We
also set 𝑘=5 as done for 𝜇CO-HITS.

For the fair comparison between 𝜇CO-HITS and CO-HITS, person-
alised weights 𝛼𝑥;𝑡 and 𝛼𝑑;𝑡 in CO-HITS in Eq. (10) are set as 𝐓𝐗𝑖(𝑡),𝑖(𝑥)
and 𝐓𝐃𝑖(𝑡),𝑖(𝑑), respectively, as 𝜇CO-HITS. Following the same experi-
ment in Section 5.4, we found that the best values for 𝜆𝑥 and 𝜆𝑑 are
chosen as 1.0 and 1.0, respectively, for CO-HITS. We also fix 𝑘 as 5
in Eq. (10) as ExpFinder. In our comparison below, CO-HITS indicates
an alternative ExpFinder form incorporating 𝑛VSM into CO-HITS. Thus,
CO-HITS forms a hybrid model (GM + VSM).

Fig. 5 shows the evaluation results based on the AP values with
n (n=10, 15, …, 30) of P@n for all topics. First, when comparing
ExpFinder with ADT, although ADT is slightly better than ExpFinder
over two datasets IR and CL at n=10, ExpFinder largely outperforms
at all values for n of P@n, i.e. n=15, …, 30, on all the datasets. It is
also clear that ExpFinder is substantially better than RepModel on all
𝑥-axis values. Second, ExpFinder is consistently better than CO-HITS on
LExR and SW, and very similar to each other on IR. On CL, CO-HITS
is better than at n=10 and n=15, but similar at n=20, and worse than
ExpFinder at n=25 and n=30. Overall, these results also show that 𝜇CO-
HITS can have a competitive potential for improving the performance
over CO-HITS. Third, to determine the impact of incorporating 𝑛VSM
into 𝜇CO-HITS in ExpFinder, let us compare ExpFinder with 𝑛VSM.
As observed, ExpFinder is clearly and consistently better than 𝑛VSM
over LExR and SW, although they are similar on IR and 𝑛VSM looks
better than ExpFinder on CL. On average, we observe that our hybrid
model ExpFinder combining 𝑛VSM with 𝜇CO-HITS is observed to be
more powerful than only 𝑛VSM.

Table 4 shows the evaluation results in MAP. The best one is de-
noted in boldface. As observed, ExpFinder outperforms all the methods
in 11.6%, 30.1%, 129.1% and 19.0% over 𝑛VSM, ADT, RepModel and
CO-HITS, respectively, on average. Interestingly, 𝑛VSM is observed as
the second better one. This also shows that our 𝑛VSM for expert finding
10

is more competitive than the compared GMs.
Finally, it may be also worth analysing the distribution of the MAP
values of a model across topics based on topic coverage in each dataset.
In our context, the topic coverage of a topic 𝑡 means the number
of known experts having expertise 𝑡. This enlightens how the model
particularly works better or worse at which topic coverage values.
Intuitively, it may be harder to find experts for topics whose topic
coverage is lower. For this analysis, we pay only attention to our two
models 𝑛VSM and ExpFinder. By comparing their distributions, we can
identify which model is better than the other on what topic coverage
values.

The analysis results are seen in Fig. 6. In each plot, each value on the
𝑥-axis shows a topic coverage value. Each value on the 𝑦-axis shows the
MAP value of the set of topics with the same topic coverage. For example,
on LExR, the value 5 on the 𝑥-axis means that the topic coverage is 5.
The corresponding 𝑦-axis value 0.85 indicates that the MAP value of the
set of topics with the topic coverage 5 is 0.85. Each MAP value is also
calculated using n=30 of P@n. Each black circle represents that both
of 𝑛VSM and ExpFinder have the same MAP value. We can observe the
following: (1) On LExR, ExpFinder dominantly outperforms or is equal
to 𝑛VSM over all the topic coverage values except the 4 cases (i.e. 13,
15, 18, and 19); (2) On IR, ExpFinder also shows its improvement
over 𝑛VSM over most of the topic coverage values, while one MAP
value is the same on the topic coverage 26; (3) On SW, we observe
that ExpFinder prevailingly outperforms 𝑛VSM across most of the topic
values as ExpFinder’s distribution is predominantly higher than 𝑛VSM’s
distribution; (4) On CL, although 𝑛VSM is better than ExpFinder on the
topic coverage values 10 and 30, ExpFinder is observed notably better
than 𝑛VSM over the other topic coverage values; and (5) there seems no
clear clue that ExpFinder performs particularly better on which range
of topic coverage. For example, on LExR, ExpFinder seems to perform
better in smaller topic coverage values, as the MAP values from 0 to 5
are clearly higher than those from 6 to 15 on the axis. But this pattern
is not consistent with the datasets on SW and CL, where ExpFinder
performs better on larger topic coverage values. In conclusion, the
above observations may indicate that overall ExpFinder outperforms

𝑛VSM regardless of topic coverage, showing the validity of the design
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Fig. 5. Comparison on the average precision (AP) values: 𝑥-axis shows n of P@n and 𝑦-axis shows AP values.
p
t
i

aradigm of ExpFinder, that is, incorporating 𝑛VSM into 𝜇CO-HITS can
ave powerful capability for expert finding.

.6. Discussions and future work

Using the four datasets from academic domains, we evaluated
xpFinder and its two key components 𝑛VSM and 𝜇CO-HITS, and
ompared the results with other expert finding models: TFIDF based
SM (denoted as TFIDF), DLM-0.5 (Balog et al., 2009) and DLM-
.6 (Wang et al., 2015), WISER (Cifariello et al., 2019) as well three
ybrid expert finding models that form the combination of a GM and
VSM: ADT (GM + 𝑛TFIDF), RepModel (GM + the 𝑡𝑓 -based weighting

chemes) and CO-HITS (GM + 𝑛VSM).
We showed the capability of 𝑛VSM using different AP values (n=10,

5, …, 30) and MAP, in comparison with TFIDF, DLM-0.5 and DLM-
.6. On average, the improvement ratio of 𝑛VSM over them was turned
ut as from 21.7% to 133.1% in MAP. We also presented the empir-
cal method for finding the best values of the two parameters used
n ExpFinder, 𝜆𝑥 and 𝜆𝑑 , based on the ranking of the MAP values.
oreover, we showed how much ExpFinder performs better than all

he compared methods in Tables 3 and 4 in MAP. It was demonstrated
hat ExpFinder improves DLM-0.5 and DLM-0.6 in 127.5% and 160.2%,
espectively; TFIDF in 35.9%; WISER in 71.5%; ADT in 31%; 𝑛VSM
n 11.6%; RepModel in 129.1%; and CO-HITS in 19.0%. Further, we
howed that ExpFinder incorporating 𝑛VSM into 𝜇CO-HITS indeed
mproves a pure VSM approach 𝑛VSM. It means that exploiting network
ropagation effects on ECG using 𝜇CO-HITS with the outcome of 𝑛VSM
an contribute to better estimating topic-sensitive weights of experts.
lso, by comparing ExpFinder with CO-HITS, we proved that the
11
roposed variation schemes (i.e., dynamic personalised weighting and
he average-based aggregation of authority and hub scores) embedded
n 𝜇CO-HITS contribute to improving the accuracy of the pure CO-HITS

algorithm (i.e, fixed personalised weighting and sum-based aggregation
of authority and hub scores) (Deng et al., 2009). Finally, we analysed
that ExpFinder works well regardless of topic coverage values. Our all
evaluation results reinforce our motivation of designing ExpFinder that
the proposed hybrid model ExpFinder for expert finding is effective and
competitive for expert finding.

As future work, it could be worth to investigate ways for improving
precision for expert finding. As we have observed in Table 4, the
average MAP value of ExpFinder is 0.307 across the four datasets. In the
literature, we can also observe the similar MAP results. For example,
WISER (Cifariello et al., 2019) reported that its best MAP values are
0.214 and 0.363 on the two datasets, BMExpert (Wang et al., 2015) also
showed 0.06 as the best MAP value of the DLM (Balog et al., 2009) on
the single dataset, and ADT (Gollapalli et al., 2013) also showed its best
MAP values are 0.0943 and 0.1986 on the two datasets. We also plan to
accommodate a general expertise knowledge source as (Cifariello et al.,
2019), e.g. Wikipedia, into ExpFinder to see its potential for enhancing
ExpFinder’s capability. Another interesting future work would be to
examine graph embedding techniques for expert finding. One idea
would be that we extend ECG by constructing an expert–document–
topic graph based on their semantic relationships. Then we can train
a machine to transform nodes, edges and their features into a vector
space while maximally preserving their relationship information. Once
we would be successfully able to map such a graph to a vector space,
we could estimate the importance of experts given documents or topics
by measuring their similarity (or relevance) between experts and doc-
uments or between experts and topics in terms of their corresponding
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Fig. 6. MAP values of 𝑛VSM and ExpFinder: the 𝑥-axis shows topic coverage values, and the 𝑦-axis shows the MAP values (topic coverage of a topic 𝑡 means the number of known
experts associated with 𝑡).
B

vector values. Finally, we could enhance evaluations of expert finding
methods by measuring their run-time efficiency to estimate the tem-
poral and spatial complexity of the methods. This could bring insight
into accuracy of expert finding methods as well as their computational
costs.

6. Conclusion

In this paper, we proposed ExpFinder a novel hybrid model for
expert finding. We presented the design of ExpFinder and conducted
comprehensive empirical experiments to evaluate and validate its ef-
fectiveness using four publicly accessible datasets (LExR (Mangaravite
et al., 2016), Information Retrieval, Semantic Web and Computational
Linguistics in DBLP dataset (Bordea et al., 2013)) from the academic
domains. The novelty of ExpFinder is in its incorporation of a novel 𝑁-
gram vector space model (𝑛VSM) into 𝜇CO-HITS. The key to designing
𝑛VSM is to utilise the state-of-the-art IDF method (Shirakawa et al.,
2017) for estimating the topic-sensitive weights of experts given a
topic. Such estimated weights are further improved by incorporating
them into ECG using 𝜇CO-HITS. Our novelty of 𝜇CO-HITS is to design
two variation schemes of CO-HITS (Deng et al., 2009), thus proposing
a unified formula for successfully integrating 𝑛VSM with 𝜇CO-HITS.
We conduct a comprehensive evaluation study to demonstrate that
ExpFinder is highly competitive expert finding model, in comparison
with six different state-of-the art expert finding models.
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