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Abstract

The prediction of traffic congestion is quite an important
issue in vehicle navigation to smoothly control traffic flow,
and improve the quality of driver’s convenience. However, it
is not easy to make accurate predictions since traffic change
is highly nonlinear and complex dynamic process.

First, we present a new traffic prediction algorithm on
the basis of the combined knowledge of both the historical
and the real-time traffic information. Based on this traffic
prediction result, this paper presents a novel routing tech-
nique capable of providing intelligent route services com-
pletely adequate to dynamic route guidance systems.

In our experiments, we have performed the proposed al-
gorithms on two road networks; one of the complex urban
areas and the city. Overall, the results of traffic prediction
indicate that our prediction algorithms provide more accu-
rate (nearly 90%) traffic information compared with previ-
ous traffic prediction solutions. In addition, our implemen-
tation of route determination provides the adaptive routes
for traffic conditions, as well as scalable routing services
for users’ preferences.

1 Introduction

Vehicle navigation systems were originally designed as
electronic enhancements of maps automatically indicating
the current position of the vehicle and a route to the des-
tination. Many research attempts have been conducted to
design better navigation systems, by examining the variety
of traffic information available. However, previous research
efforts have revealed that implementation of navigation sys-
tem with congestion avoidance is difficult since congested
traffic exhibits very complex dynamic behavior [1, 6].

In order to provide practical navigation service, it is very
important that we forecast the traffic congestion in the near
future. This is because the quality of the route guidance can
be strongly affected by the near future traffic events on dif-
ferent travel routes. The navigation systems in the market

today have the technical limitation that for dynamic route
guidance only current traffic and congestion information is
usually considered. These systems recommend the route
for the shortest estimated travel time based on the current
state of traffic information. However, traffic conditions can
change during a journey noticeably due to the dynamic na-
ture of the traffic. So, traffic congestion can increase vehicle
travel times in a traffic network considerably.

Moreover, traditional systems heavily depend on the his-
torical traffic patterns to predict the traffic congestion. To
predict the traffic congestion, we present a new traffic pre-
diction algorithm that utilizes both historical traffic pattern
and real-time traffic information to detect the near future
traffic congestion.

Some of the novel contributions of our work include:

• Accuracy. A novel traffic prediction algorithm which
is more accurate than traditional prediction methods
which is based on historical traffic patterns.

• Scalability. A scalable route determination method to
handle a variety of route preferences based on standard
OpenLS specification by integrating with the proposed
traffic prediction algorithm.

• Adaptability. A new navigation system architecture us-
ing above two algorithms for avoiding the traffic con-
gestion under the dynamic traffic environments.

2 Related Work

This section briefly surveys related work in major three
tasks in the navigation system. We can classify the general
problem of dynamic route guidance into three categories:
traffic estimation, traffic prediction, and route determina-
tion.
Traffic Estimation: Traffic estimation is an important part
of an on-line road traffic management system. A key as-
pect of traffic estimation is the underlying the traffic mod-
els. Most of the existing traffic models can be classified
as so-called data-driven and macroscopic models [2, 4, 5].
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In our work, we adopt the macroscopic traffic models [4] to
model the traffic states, since the models provide full insight
into the physical meaning of vehicular propagation and the
cause of possible delays on the urban streets of interest.
Traffic Prediction: In general, the approaches for travel
prediction can be divided into two classes in terms of facil-
ity type of interest: freeways and urban streets [10]. While
prediction of travel time for freeways has been extensively
studied in the literature, research on travel time prediction
of urban street is quite limited. In our work, we propose the
traffic prediction algorithm for one of the complex urban
streets. The traffic prediction method also can be classified
into three classes in terms of the traffic sources which are
used for prediction [2]: methods which are based on only
historical traffic patterns, methods which are based on his-
torical patterns on the basis of real-time traffic information,
and methods which perform dynamic traffic prediction with
a dynamic traffic state of the future.
Route Determination: Shortest path algorithms optimize
the costs of a journey in a network. The shortest paths prob-
lem in road networks has been the subject of extensive re-
search for many years resulting in the publication of a large
number of scientific papers [6, 7, 8].
In our work, we do not attempt to solve or propose yet an-
other variation of the shortest path problems. Our research
focus is to present a new route determination method based
on the traffic prediction reflecting on dynamic change of
real-time traffic information and historical traffic patterns.
Therefore, we will introduce a new traffic prediction algo-
rithms for complex urban streets. And then, a routing algo-
rithm which is integrated with the proposed traffic predic-
tion algorithm will be presented.

3 System Overview

In this section, we give an overview of the architectural
features of congestion-avoidable navigation system in terms
of traffic model for estimation, traffic prediction and route
determination.

In order to estimate the traffic conditions, we use the
method based on the existing sensors; induction traffic
loops, monitoring cameras, road construction database, lo-
cation data of GPS (Global Position System) equipped ve-
hicles and buses. The loop sensors periodically transfer the
following data to the central server in traffic center; loop
data ID, time of transfer, acquisition time, location ID, num-
ber of vehicles per hour, average speed, and occupancy.

The proposed system consists of several subsystems;
traffic center, point of interest (POI) server, routing server,
traffic prediction server, and navigation client. A navigation
client has a position unit (GPS receiver), a digital map, and
communication functionality. The major functions of traffic
center are client position computation using position deter-

mination equipment (PDE), traffic estimation, and manage
the real-time traffic databases. The common services work
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Figure 1. System architecture for the pro-
posed navigation system.

as follows:

1. Navigation client requests the optimal route according
to he/his start position and destination position.

2. Point of interest (POI) or directory server finds the lo-
cation of a specific or nearest place, product or service.
Then POI server or user passes starting location and
destination to the routing server.

3. Routing server performs route determination using line
digraphs according to the user’s route preferences such
as shortest, fastest, and easiest routes based on stan-
dard OpenLS specification [3].

4. Traffic prediction server compute the near future traffic
and update prediction database periodically.

5. Traffic center periodically broadcasts the real-time
traffic information to clients via communication net-
works.

The important three server-side tasks for our proposed
navigation systems are traffic estimation, traffic prediction,
and route determination.

1. Traffic Estimation. Estimate traffic state of the road
network and then store traffic information to real-time
traffic database every five minutes.

2. Traffic Prediction. Predict the near future traffic
speed v̂k, which is evaluated by real-time speed vk in
real-time traffic database and historical traffic patterns
ṽk in historical traffic database at kth time step.
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Notation Description

Rn a given traffic network
Tr real-time traffic database
Th historical traffic pattern database
Tp traffic prediction database
G a graph for a given traffic network
D a line digraph for G
vk actual real-time speed of a link at kth time step
ṽk historical speed of a link at kth time step
v̂k predicted speed of a link at kth time step

vk(i) vk of ith link in D
ṽk(i) ṽk of ith link in D
v̂k(i) v̂k of ith link in D

Table 1. Notation used in this paper.

3. Route Determination. Perform the Dijkstra’s algo-
rithm to guarantee the optimal route for each line di-
graph D according to route preference. In this task,
each line digraph is periodically updated according to
the traffic prediction databases.

Our research focus is the improvement of traffic predic-
tion and route determination in order to provide more effec-
tive dynamic service to user.

4 Algorithms

In this section, we present the detail of a novel conges-
tion avoidance algorithm for providing the effective routes.
To facilitate subsequent discussion, we summarize the rele-
vant notational convention in this paper in Table 1.

4.1 Quality Control for Traffic Estimation

In most cases, we can get real-time traffic information
(vk) such as link speeds of all links in G. However, a few
data is invalid value which were not measured correctly due
to acquisition errors such as sensor failures. We call these
invalid data as missing edges (or links) in G. Therefore, we
should control these edges to improve the traffic data qual-
ity. In our experiments, the missing edges become nearly
2% of total traffic data in each acquisition interval (5 min.).
Two kinds of missing edges can be measured according to
the extent of these edges - (a) one specific missing edge and
(b) all missing edges can be found in a specific region.

In order to predict v̂k, we measure not only ṽk simply,
but through vk and ṽk. If vk is similar to that of the of reg-
ular cases then, the result of v̂k will be obtained by the dif-
ference between vk and ṽk. Otherwise, we apply a method
on the basis of Kalman Filter for finding a practically useful
convergence by combining updates with vk and ṽk. Particu-
larly, it should be taken notice of that unexpected situations

(e.g., traffic congestion, road construction, traffic accident)
are found to provide these situations to drivers accurately.
To find out such edges, a comparison method between vk

and ṽk was required.
Let vk(i) be vk and ṽk(i) be ṽk, where a connected edge

i in G. Then, unexpected situations for all i can be detected
by the following expression,

|vk(i) − ṽk(i)| > δ, (1)

where δ = α ∗
√∑

n

d=1
(ṽk(i)−ṽk−d(i))2

n

where δ is adjusting threshold which is believed as bound-
ary of unexpected traffic situations and constant α represent
average speed deviation within a given total periods of time
n.

In this present work, there are two possible traffic predic-
tion models will be defined differently, in the case of when
these unexpected situations appeared or not.

4.2 Traffic Prediction based on Historical
Traffic Patterns

In this section, we describe the method that predict the
future traffic condition, which is applied when a deviation
between vk and ṽk can be regarded as reasonable small. We
found that each link had similar speed pattern for the same
day and time interval.

Based on the facts that have been observed so far, traffic
patterns which were classified by the same periods of days
and times have been shown quite similar aspect. Therefore,
we attempt to define the prediction speed on each i at pre-
diction time k + d as a future value by using the following
equation,

v̂k+d(i) = vk(i) ± f(i), (2)

where f(i) = β ∗
√∑m

d=0
(vk(i)−ṽk(i))2

m

where β = vk(i) − σ(vk(i)) is average speed deviation
within a given total period of time m. The σ(vk(i)) denotes
a standard error of the link i obtained from the historical
data. The result of this evaluation turned out to be pro-
ceed smoothly and provide desired prediction speed. The
details of prediction algorithm based on historical patterns
is shown in Algorithm 1.

4.3 Traffic Prediction using Extended
Kalman Filter

We now introduce a method that makes use of a novel
approach based on Kalman filter for traffic prediction. The
idea is to use state space models from dynamic linear sys-
tems theory to capture the evolution of a system. Kalman
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Algorithm 1 Prediction based on historical patterns
1: for each time k=0 to m do
2: for each link i=0 to n do
3: vk(i) = getRealTimeSpeed(k, i);
4: ṽk(i) = getHistoricalPattern(k, i);
5: β = getDeviation(vk, ṽk);
6: f(i) = computeChange(β, vk, ṽk);
7: if IsIncreasing(vk, ṽk) then
8: v̂k(i) = vk(i) + f(i);
9: else

10: v̂k(i) = vk(i) − f(i);
11: end if
12: end for
13: end for

filtering is a powerful method because it can be used not
only for estimation but also for prediction. The mathemat-
ical model used in the derivation of the Kalman filter is a
reasonable representation for many problems of practical
interest, including control problems as well as estimation
problems. The Kalman filter model is also used for the anal-
ysis of measurement and estimation problems.

In order to predict more accurate speed of near future, the
Extended Kalman Filter (EKF) is adapted to the proposed
algorithm. Input to the EKF are the current day and time
and historical traffic patterns Th. Parameters of the EKF are
explained in Table 2. The EKF process is composed of two
groups of equations: predictor (time upate) and corrector
(measurement update). The predictor updates the previous
(k − 1)th state and its uncertainty to the predicted values at
the current kth time step. The n × n matrix A relates the
state at the previous time step k−1 to the state at the current
step k, in the absence of either a driving function of process
noise. The n× l matrix B relates the optional control input
u ∈ Rl to the state x.

x̂−
k = Ax̂−

k−1 + Buk−1

P−
k = APk−1A

T + Q,

ẑk = �h(x̂−
k , dk, tk).

Corrector equations correct the predicted state value x̂−
k

based on the residual of actual measurement zk and mea-
surement estimate ẑk. The Jacobian matrix linearizes non-
linear measurement function:

Kk = P−
k HT

k (HkP−
k HT

k + R)−1,

z̃k = zk − ẑk,

x̂k = x̂−
k + Kk · z̃k,

Pk = (I − KkHk)P−
k .

The details of prediction algorithm using extended Kalman
Filter is shown in Algorithm 2.

Param. Description

dk a day of the week at kth time step
tk a time of the day at kth time step
zk measurement; link speed at kth time step
ẑk measurement prediction;

predicted measurement at kth time step
z̃k residual; z̃k = zk − ẑk

xk−1 real value of a link speed
state; filter’s estimate of the state value

x̂k−1 at (k − 1)th time step
x̂k−1 = E(xk−1|Zk−1, Dk−1, tk−1)

state prediction;
x̂−

k predicted state estimate at kth time step
given measurements up to (k − 1)th step
x̂−

k = E(xk|Zk−1, Dk−1, tk−1)

A a n × n matrix which represents spatial
relationship among links.

Q process noise a 2×2 covaiance matrix
R measurement noise a 2×2 covaiance matrix

state uncertainty; 2×2 uncertainty covariance
Pk−1 matrix at (k − 1)the time step,

Pk−1 = E[(xk−1 − x̂k−1)(xk−1 − x̂k−1)
T ],

state uncertainty prediction;
P−

k predicted state uncertainty at kth time step
given measurement up to (k − 1)th time step,
P−

k = E[(xk − x̂−
k )(xk − x̂−

k )T ]
�h measurement function; returns the speed

measurement estimate;
ẑk the current speed estimate given the day

and time,
ẑk = �h(x̂−

k , dk, tk),
Hk Jacobian Jacobian matrix of �h
Kk Kalman Gain; 2×2 matrix.

Table 2. Parameters used in the Extended
Kalman Filter.

5 Performance Evaluation

In this section, we present details of our experimental
results and evaluate its performance. To evaluate the pro-
posed approach, we forecast the average speed of cars on a
link including crossroads in the area of Kang-Nam in Seoul,
Korea for up to three hour ahead. The target map included
598 intersections and 821 links, and 21,538 cars were ini-
tially arranged on the road network.

The three prediction methods according to the traffic data
sources for prediction were evaluated for comparative anal-
ysis as follows :

1. P(PATTERN) - by the only historical traffic pattern data

2. PR(PATTERN+REAL-TIME) - by the historical traffic
pattern and real-time data
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Algorithm 2 Prediction using Kalman Filter
1: initializeFilter();
2: for each time k=0 to m do
3: h̃k = getHistoricalPattern(dk, tk);
4: for each link i=0 to n do
5: // predictor
6: x̂−

k = predictSpeed(x̂−
k−1, h̃k);

7: P−
k = predictErrorCovariance(Pk−1);

8: // corrector
9: Kk = computeKalmanGain(P−

k , HT
k , Hk, R);

10: x̂k = updateEstimate(x̂−
k );

11: Pk = updateErrorCovariance(P−
k );

12: end for
13: end for

3. PRK(PATTERN+REAL-TIME+KALMAN) - by the
historical traffic pattern, real-time data with Kalman
filtering

Three different measures of effectiveness are used in this
research for evaluating the performance of the traffic pre-
diction: average deviation error, root mean squared error
(RMSE), and min/max error. To analyze the accuracy of
these cases, the average deviation errors on all the edges are
given by the following expression,

ε(k) =
∑n

i=1 |v̂k(i) − vk(i)|
n

(3)

which denotes a average value of the difference between the
actual and the prediction speed at time k.

We measured a traffic network in every 5 minutes in-
tervals during hours (08:00 ∼ 09:00) to obtain a real-time
speeds and predicted in every 5 minutes and the length of
prediction time were 3 peak hours (08:05 ∼ 11:05). The
experimental results are obtained through investigating for
4 weeks at the 95% confidence interval. Figure 2 shows the
corresponding results of our experiments, which illustrates
the rates of edges (0 ∼ 25%) in the average deviation of er-
rors between the actual speed vk and the prediction speed v̂k

(1km ∼ 20km). As you can see in this graph, the rates for
PRK were always at higher level(about 12%, 23%, 17%)
than the others, PR (about 8%, 23%, 12%) and P (about
4%, 18%, 16%) between 1km to 3km, during the lowest
scope of errors, while nearly the same for the rest of scope
of errors (4km ∼ 20km). These indicate that the rate of
edges for PRK gives us minimal deviation error between
vk and v̂k and can provide higher trustworthy prediction
model than the two others; P and PR. We also compared
the performance of accuracy among three methods by in-
vestigating the RMSE between vk and v̂k.

RMSE =

√√√√ 1
n

n∑
i=1

(v̂k(i) − vk(i))2 (4)
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Figure 2. Comparison results of the three pre-
diction methods.

The result shows that the accuracy of the PRK improves
rather than others. As shown in Fig. 3, the RMSEs of the
PRK are between 5 and 8 km. In order to evaluate the PRK
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Figure 3. Experimental results correspond to
times.

in detail, we measured the maximum and minimum errors
for traffic prediction time step. Fig. 4 shows the maximum
error for prediction. As we can see in this graph, although
the PRK method has an maximum error at 15 minute time
step for prediction, it will adjusts the traffic situations re-
ducing the prediction error from 30 minute time step.

6 Conclusions and Future Work

We have presented novel traffic prediction algorithms in
vehicle navigation systems. We also proposed a new route
plan to guide a fastest route from a given destination, which
based on future traffic prediction. The data structure of a
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liner dual graph is the our primal structure which represents
all pair of consecutive edges and allow individual weight-
ing. We could minimize travel time cost and solve the turn
problem that may be occurred at the intersection area with
the graph.

To predict the future traffic condition, we first measured
real-time traffic condition for reflecting on dynamic chang-
ing of current traffic flows. The traffic prediction model on
the basis of real-time and cumulative traffic patterns was
proposed to provide more realistic and accurate traffic in-
formation to drivers. If the measured real-time velocity was
permitted within satisfiable threshold, traffic prediction was
determined by adopting the cumulative traffic patterns. Oth-
erwise, Extended Kalman filter method was adopted in case
of the traffic congestion or unexpected circumstances.

We finally combined predicted traffic velocity and road
topology for generating reliable weight cost function, and
Dijkstra’s algorithm was applied to travel a fastest route.
The results of our works are supposed to provide driver with
truly valuable traffic information of near future. Further-
more, this work may also be extended to the fields in the
services of LBS solution and telematics.
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