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Abstract—This paper presents a new computer-facilitated ap-
proach for incident management to improve typical incident
management. Our approach automates typical manual-based in-
cident resolution process by proposing a new semantic similarity
measurement between a given incident call and incident cases
stored already in a case base. The proposed semantic similar-
ity measurement distinguishes traditional similarity measures
by incorporating additional useful information and exploiting
semantic knowledge about features appeared in two incident
descriptions to be compared. First, we state how typical incident
management is processed and what its problems are. We then
propose our automated incident resolution process with its core
components. After that we introduce our identified additional
useful information for our similarity measurement and describe
how our similarity measurement algorithm is carried out. In an
experimental evaluation, we show the technical coherence and
feasibility of the proposed solution using a real dataset.

I. INTRODUCTION

A primary goal of IT Service Management (ITSM) is to
satisfy customers’ business requirement by providing IT best
practices, based on accumulated knowledge with abundant ex-
perience [19]. A core principle of ITSM is to ensure that such
practices must meet customers’ requirement and expectation
appropriately at all times. One of the most important and
fundamental processes of ITSM can be regarded as incident
management. The aim of the incident management is to
quickly solve reported incidents that affect the normal running
of customers’ IT services [7]. An incident can be defined as
“any event which is not part of the standard operation of a
service and which causes, or may cause, an interruption to, or
a reduction in, the quality of that service[19].” This is a pretty
large definition that covers two broad types of work [14]: (1)
some error or failure of some component in IT systems and
(2) requests for new or additional services.

Typical incident management can be processed as follows
[12]: Once an incident call is reported by a customer, a level
1 support specialist (L1) describes its incident description
and enters it into a system; Then, L1 attempts to solve this
incident by identifying the most similar incident stored in the
system using his/her knowledge and experience. Otherwise,
the incident is escalated to an appropriate L2; Next, if a
L2 receives the escalated incident, he/she tries to solve the

incident if he/she can. If the incident is solved, the solution
is reported to the customer, and then the incident is closed. If
not, the incident is escalated an appropriate L3; This process
is iterated to Lk (normally, [3]) until the incident is
solved.

An incident description may consist of the following types:
(1) customer information who requested the incident call, (2)
incident classification information selected as the appropriate
type of the incident call by L1, (3) incident support specialist
(e.g., L1) information who has the responsibility for resolving
the incident call, and (4) problem description information
which describes the symptom of the incident call using free-
text.

However, the main weakness of the typical incident man-
agement lies in its high dependency on SDA’s1 manual work
during the incident resolution is performed. This drawback
subsequently may cause these two negative effects:

1) Inconsistent way of incident solving: It may be difficult
to guarantee that same or similar repetitive incidents are
solved in a consistent way, due to the gaps between
knowledge and experience of SDAs. For instance, given
an incident call, a novice L1 may produce too many
possible solutions that he/she may choose a wrong final
solution from them. On the other hand, a more skillful
L1 or L2 may produce a more accurate solution. This
problem would be more serious in a situation where the
positions or the roles of SDAs are frequently changed
in IT companies today.

2) Time-consuming: One important standard for evaluat-
ing efficiency of the incident management may be the
speed of the process to solve a given incident [7]. Ac-
cording to [8], the speed of the response and resolution
of the incident was the most frequently mentioned re-
quirement of customers. In fact, for IT service providers
to benefit by reducing a total cost for resolving high
volume of incident calls, a large amount of incident calls
needs to be solved in a short time period. However, in a

1In the rest of this paper, to simplify the presentation, we will use term
‘SDA’ (Service-Desk Agent) to call any level of support specialist.
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real situation, the speed for incident resolution process
may be slower than customers expect. This is because
the incident resolution depends highly on SDA’s manual
work with complicated incidents assignment procedures,
which are commonly recognized for a relatively long
period of time.

The primary goal of this paper is to propose a new
computer-facilitated approach for incident management to
improve the typical incident management. To accomplish this
goal, we present a new incident resolution process which
automates a process for resolving a given incident call. As the
key technique for this automated process, we propose a new
semantic similarity measurement. This similarity measurement
is performed by considering these two sources: (1) incorpo-
rating additional useful information outside of the problem
description of a given incident description, and (2) exploiting
semantic knowledge about features contained in the incident
description.

This paper is organized as follows. In Section 2, the
related work is reviewed. Then, we describe how our pro-
posed computer-facilitated incident management is processed
compared to the typical incident management in Section 3. In
Section 4, the proposed similarity measurement is described in
detail. Section 5 shows our experimental evaluation and finally
the future work and conclusion close this paper in Section 6.

II. RELATED WORK

To overcome the drawback of the typical incident resolution,
intelligent systems are needed to provide a decision support in
resolving a given incident. A practical approach that most of
these systems have adopted is Case-Based Reasoning (CBR)
[1], [22]. Here, we first summarize the related work in the
domain of CBR, and then provide an analysis on another re-
cent approach aimed to automate ITSM incident management
workflow.

A. Similarity Measurement in CBR

CBR is a problem-solving methodology in which optimal
solutions for a given incident can be retrieved based on the
similar experience that have been learned in the past [1], [22].
In CBR, a case contains a unit of decision bases (i.e., problem
and solution description) which is stored in a knowledge base
(i.e., case base).

The main premise under CBR approach is that the more
similar two problem descriptions, the more similar their solu-
tions are. In particular, the heart of the solution retrieval for a
given incident can be regarded as similarity measurement to
retrieve optimal cases which computes the similarity between
identified problem features and the features of stored cases
[22]. Therefore, in this paper, our main attention is restricted
to similarity measurement used in CBR.

The ultimate goal of similarity measurement is to compute
a cognitively plausible similarity score between two objects,
imitating human common judgments on how similar these
two objects are [15]. Given the set of keywords of a given
problem description , and the set of keywords of a given

case , their similarity can be computed by the
following various ways: (1) The pairwise similarity approach
aggregates the similarities between all pairs of keywords from
the two sets, and ; (2) In intersection-based approach,
the similarity between and is computed by their set
intersection (e.g., Jaccard or Dice’s Coefficient) [21]. That is,
the more keywords two sets have in common, the more similar
they are considered; (3) The vector-based approach treats the
set of keywords as a vector. The vectors are represented by
the set of individual vectors of the keywords of the two sets

and , denoted by and . Then, the similarity between
and can be measured by using the cosine of the angle

of them [5].
However, those traditional similarity approaches in CBR

need to be improved, due to the following two reasons:
1) Reason: The traditional similarity approaches are mostly

performed in the limited decision space for similarity measure-
ment in common. That is, the similarities of these approaches
are calculated within a decision space, which only consists of
single type of information (i.e., and ), ignoring a sufficient
set of other information available outside of and .

For example, in Caseadvisor [23], once a problem is pre-
sented to the system the system tries to retrieve similar cases
for the problem. First, the problem features (keywords) are
extracted and the resolution is carried out based on similarity
computation between the problem features and the features of
case descriptions. However, this similarity is only performed
within the given problem description and case description.

To extend the limited decision space, various approaches
have been proposed by attempting to utilize various
types of other useful information. For example, knowledge
management-centric help desk system [6] attempts to use
diverse knowledge sources in the organization, including
database, files, and experts to ensure high utilization and
maintenance of knowledge stored. But, this approach still
seems to rely on SDA’s capability to handle those knowledge
resources. OPAS [2] uses semantic knowledge provided by
ontological knowledge representation about problem features,
while the system in [4] presents a matching technique to find
the closest case for a given problem description using an alias
table that contains a list of all abbreviations and non-key words
related to the problem description. Even though, these two
works try to extend the limited decision space by utilizing
more amounts of various forms of knowledge, the knowledge
used in those approaches may be viewed as an extension of
the same type information about and .

2) Reason: The traditional similarity approaches depend
mainly on the notion of syntactic differences between two sets
(i.e., and ) being compared. Typical examples relied on
syntactic similarity are founded on common distance metrics
such as the Hamming distance for pure binary or symbolic
attributes, the Euclidian distance for pure numeric attributes,
and the Heterogeneous Euclidian Overlap Metric for mixed
representation [21].

However, these would not often be sufficient when com-
paring non-numeric elements, since the semantic relationships
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between different elements cannot be modelled with these
types of similarity measures. For instance, consider the sim-
ilarity between two elements: database and software. From
the viewpoint of syntactic differences, the similarity between
these two elements may be 0, because these two elements have
no common word. But, these two elements may be to some
degree semantically similar since database can be seen as one
type of software.

B. Automating ITSM incident management approach

So far, very few studies have been done on designing
approaches for automating and improving typical manual-
based incident resolution process without using CBR. How-
ever, based on our recent survey, we found that the aim of the
work proposed in [7] is quite similar to our goal in terms of
improving the typical manual-based incident management.

The approach in [7] tries to automate the typical incident
management by automatically finding the failing components
related to identified keywords written in the problem de-
scription of a given incident. Finding failing components
is carried out by combining the identified keywords and
possible configuration items, which are identified in Config-
uration Management Database (CMDB)2. To identify these
configuration items, this approach exploits the implicit and
explicit relational information between the identified keywords
provided by CMDB. Finally, the inferred failing components
can be used for correctly routing a given incident to SDAs
and its root cause analysis.

Although, this approach attempts to automate the typical in-
cident management by providing additional information about
failing components, however, the incident resolution seems
to be still relying on SDAs who deal with given incidents.
In contrast to this approach, our work tries to automate
the typical incident resolution process by proposing a new
similarity measurement, which will be used for matching the
most similar stored incident to a given incident.

III. A COMPUTER-FACILITATED INCIDENT MANAGEMENT

PROCESS

A. Manual-based Typical Incident Resolution Process

Fig. 1 shows how the typical manual-based incident man-
agement is processed for resolving a given incident in
detail[12], [7]:

(1) “Report incident call” - Once a customer encounters an
error (or failure) that needs to be fixed, this customer reports
an incident call for this error using phone, email, web/internet,
etc; (2) “Open incident ticket & Create Incident de-
scription” - Once an incident is reported, a SDA (normally
L1) creates a new incident ticket by entering the incident
description into the system. At this time, the SDA classifies
the appropriate incident type of this incident, which is used to
classify the incident in order to provide initial support. Initial

2The database that stores the resulting description of the IT infrastructure
is called CMDB. That is, CMDB stores configuration items which represent
systems, software, and people in IT infrastructure, as well as the relationships
of these items.

support means proper analysis, evaluation, if required, routing,
not determining root causes of the incident [14]. (3) “Identify
keywords with SDA intelligence” - The incident resolution
process is performed by the SDA. The SDA first tries to
identify relevant keywords from the incident description along
with human intelligence to guess core components related to
the incident; (4) “Search using keywords from problem
description to find similar past incidents” - Based on these
identified keywords, the SDA attempts search procedures to
match a set of similar incidents from a knowledge base. If
any matched incident is found, its solution may be used as
the resolution of the incident. Otherwise, the SDA routes the
incident to the appropriate SDA (e.g., L2), referring to the
incident assignment procedure document; (5) “Review and
Diagnose incident description” / “Generate resolution” -
Once the incident is escalated to the higher level of SDA,
the assigned SDA reviews the forwarded incident description
to understand the customer problem and tries to diagnose the
incident with more specialized skills to solve the incident. If
this SDA cannot solve the incident, it is escalated to the next
higher level of SDA (e.g., L3). This step is iterated until the
incident is resolved; (6) “Close the incident ticket” - If the
incident is solved, the solution is notified to the customer and
the incident ticket is closed. The SDA who solved the incident
updates itself with resolution of the incident. The lower level
of SDA (e.g., L1) also updates the incident ticket with the
appropriate information before it can be closed.

Incident Resolution Process (Manual Method)

Identify keywords with SDA intelligence

Search using keywords from problem 
description to find similar past incidents

Review and Diagnose incident description

Generate resolution

Close the incident ticket

Open incident ticket & Create incident description

Report incident call

Fig. 1. Manual-based typical incident management process.

B. Automated Incident Resolution Process

Our proposed computer-facilitated incident management
process is shown in Fig. 2. As seen in this figure, we
automate “Incident Resolution Process” by accommodating
the following components.

1) SDA Role Categorized: As described, SDAs provide an
effective coordination of activities to solve a given incident
via various levels of specialized support. One distinct activity
is creating an incident description for a given incident call.
However, this description may be written in various ways,
according to which SDA is dealing with this incident call.

A SDA can be often represented by its characteristics,
which reflect the SDA’s role or position well in the domain.
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Open incident ticket & Create incident description

Report incident call Semantic Knowledge 
Container

Incident Resolution Process (Automation)

Categorize 
SDA role

Semantic Similarity Measurement & 
Resolution recommendation

Extract keywords from 
problem description

SDA Role Taxonomy

Incident  Type Taxonomy

DOMAIN-SPECIFIC 
TYPE Taxonomy 

(DSTT)

Knowledge Base 
(Case Base)

Close the incident ticket

Incident 
classification

Term Dictionary (TD)

Fig. 2. The proposed computer-facilitated incident management process.

An example of SDA’s characteristics used in this work is
shown in Table I. Such characteristics may be differently
defined according to specific criteria by the domain experts.
Based on these characteristics, we define SDA’s role. The
aim is to identify a simple form of SDA’s role based on
its characteristics, thereby better utilizing it in our “Incident
Resolution Process”.

The SDA’s role is generated by using the technique proposed
in [10], which is based on fuzzy logic. Every characteris-
tic of SDA is defined by a particular membership function
which helps to take the crisp input values and transform
them into certain degree of membership values. Then, we
assign predefined role categories to SDAs, according to their
corresponding membership values using a set of fuzzy rules.
Table I also shows a fuzzy set for membership functions
of SDA characteristics. A fuzzy rule example used in our
approach is: “IF AGE IS young AND EDUCATION IS college
AND WORKGROUP IS software OR DOMAIN KNOWLEDGE
IS medium ... THEN ROLE IS SD R1.”

TABLE I
SDA ROLE CHARACTERISTICS AND FUZZY SET.

TYPES CHARACTERISTICS FUZZY SET
Demographic Age young, middle, old

Education school, college, graduate, professional
Workgroup hardware, software, application, printer, etc

Knowledge Domain knowledge low, medium, high
Training low, medium, high

Proficiency Work experience novice, medium, senior, expert
IT Speed low, medium, high

Skill low, medium, high

2) Tokens/Keywords Extracted from Problem Description:
The meaningful terms contained in the problem description
belonging to a given incident description play significant role
in matching similar incidents. This is because these terms
are mainly used as main criteria for measuring similarity
between a given incident and experienced incidents stored in a
knowledge base. A crucial issue raised here is how to capture
those terms from the problem description. To extract the terms,
we present these two types of knowledge sources:

Term Dictionary (TD): TD maintains common standard-
ized terms and their alias terms, which are used in a given

domain. The structure of TD consists of (‘standardized
term’, ‘alias terms’, and ‘term type’). The ‘term type’
can be categorized into ‘DOMAIN-INDEPENDENT
TYPE’ and ‘DOMAIN-SPECIFIC TYPE’. Further, the
‘DOMAIN-SPECIFIC TYPE’ is subcategorized into
more details, based on their domain-specific features
(e.g., internet, database, printer,etc). Since we cannot list
all possible terms and their alias terms that can be used
to describe problem descriptions, the terms not found
in TD are assumed to be categorized as ‘DOMAIN-
INDEPENDENT TYPE’.
The premise of using TD is that if problem descriptions
are always described using the set of standardized terms,
we can avoid the ambiguity caused from the following
cases: (1) some heterogeneous terms can be used to
describe a same term; (2) alias terms often cannot be
interpreted properly or missed; and (3) non-keywords are
often recognized terms used in the given domain.
DOMAIN-SPECIFIC TYPE Taxonomy (DSTT): DSTT
describes the subcategorized types of the ‘DOMAIN-
SPECIFIC TYPE’ and their relationships using a simple
ontological description, based on “is-a” relationships. The
aim is to improve the possibility of capturing implicit
semantic knowledge about those subcategorized types by
using this ontological description. A part of the ontologi-
cal description of DSST used in this paper is seen in Fig.
3(c).

The proposed term extraction process from a given problem
description is described as follows:

1) Possible terms are extracted by removing stop-words
(e.g., punctuation, ‘a’, ‘is’, ‘the’, etc);

2) The standardized terms corresponding to the extracted
terms and their term types are identified by referring
TD. First, we transform the extracted terms, catego-
rized as ‘DOMAIN-INDEPENDENT TYPE’, into their
corresponding standardized terms using TD. For exam-
ple, “cant, cannot, can’t” terms are transformed into
‘unable’ term as seen in Table II. We refer to all of
the terms generated by this process, as tokens. Second,
we also transform the extracted terms, categorized as
‘DOMAIN-SPECIFIC TYPE’, into their corresponding
standardized terms using TD. We call these transformed
terms as keywords in the rest of this paper. Examples
of a TD used in this paper and simple text processing
using this TD are presented in Table II.

3) Incident Classification Defined by SDA: As in the case of
the typical incident management, we assume that categorizing
incident classification is done by SDA when creating the
incident description for a given incident call. In our “Incident
Resolution Process”, we just use the categorized incident
classification for computing similarity measurement to match
experienced incidents.

4) Semantic Similarity Measurement: The key component
of the proposed “Incident Resolution Process” is measur-
ing semantic similarity between a given incident call and
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TABLE II
TERM DICTIONARY AND TEXT PROCESSING.

STANDARDIZED ALIAS TERMS TERM TYPE
TERM
unable unable, cannot, cant, can’t DOMAIN-INDEPENDENT
print print, printer, printing problem, printing error printer

HPPrinter HP 4250n, HP 4300n, HP 4500n LaserJet
w3 w3, world wide web, www internet
sql sql, query language, database

Bizflow N/A custom application

A problem description: “printer tray cannot print from Bizflow.”
-tokens: “printer”, “tray”, “unable( cannot)”, “print”, “Bizflow”.
-keywords: “print( printer), “print”, “Bizflow”

experienced incidents. After measuring this similarity, the
experienced incident having the highest similarity score will
be recommended to the customer who reports the incident
call. The details of the proposed similarity measurement is
presented in the next section.

IV. OUR SEMANTIC SIMILARITY MEASUREMENT

As the key technique for the proposed automated incident
management process, we propose a new semantic similarity
measurement. The central intuition underlying in our similarity
measurement is that the quality of similarity measurement can
be improved by (1) incorporating additional useful informa-
tion outside of the problem description of a given incident
description, and (2) exploiting as much domain knowledge as
possible.

A. Incorporated additional information: “Incident Classifica-
tion” and “SDA Role”

No doubt, we believe that incorporating additional useful
information which can have a great influence on improving
the traditional similarity measurement may be viewed as a
desirable scheme. Though the perfect determination of which
information needs to be incorporated is very difficult, we
consider a minimal set of these two information types.

1) Incident Classification: Incident classification informa-
tion, categorized by SDA, provides useful support for resolv-
ing a given incident call. Some benefits of using incident
classification information are helping to estimate services with
which incidents are related; to properly route incidents to the
correct support group; to speed up diagnoses by collecting the
right information; and to improve the efficiency of technical
groups. Likewise, we believe that incident classification infor-
mation may be also used as valuable information to assist to
find the most similar incident case for a given incident call in
our similarity measurement.

2) SDA Role: Determining an appropriate incident classi-
fication for a given incident is still one of the most important
issues that many IT organizations may encounter[14]. An
inappropriate incident classification leads to more downtime
and decrease service quality, since diagnosis for a given
incident may become complex, bouncing between multiple
SDAs. The main cause is due to that incident classification is
primarily determined by SDA’s characteristics. Thus, when we
utilize incident classification information, we may also need

to consider the SDA’s characteristics. As discussed in Section
III-B, in our approach, since SDA’s characteristics are repre-
sented by SDA’s role, we consider SDA’s role information.

B. Semantic Similarity using Domain Knowledge

Many proposal focusing on similarity measurement have
popularly taken the advantages of ontological description
scheme to model domain knowledge [9], [18]. One merit is the
ability of utilizing semantic knowledge of the relationships of
objects, being compared, that helps to make more complete
similarity measurement. Typically, the most important rela-
tionship in ontologies is, namely, “is-a” relationship [17]. An
important nature of “is-a” relationship lies in its hierarchical
structure and its transitivity, logically inferred by navigating
the hierarchical relationships between entities specified by the
“is-a” ontology3.

Intuitively, in a taxonomy, highly related entities are
grouped together and the path between two different entities
in the hierarchy reflects how these are semantically related
in the application domain. As a consequence, using semantic
knowledge inherent in taxonomy can provide useful insights
of the underlying domain knowledge, thereby facilitating com-
parative analysis of the entities for similarity measurement.
In this paper, we will use the term semantic similarity mea-
surement, which is a particular similarity measurement using
semantic knowledge (more precisely, taxonomic knowledge)
about structural relationships among their entities belonging
to a taxonomy.

In order to take advantage of using taxonomic knowledge,
we exploit three taxonomies in our similarity measurement
(see also Fig. 3): a taxonomy of the set of SDA’s roles ( ),
a taxonomy of the classified incident types ( ), and DSTT
( ).

Fig. 3. Three taxonomies used in our similarity measurement

C. Object Model in Our Similarity Measurement

To incorporate additional identified information, described
in Section IV-A, into our similarity measurement, we first need
to define an object model to be compared. In our approach, we
use a set (or bag)-based representation to modeling the object,
due to its simplicity.

3In the remaining of the paper, we call this “is-a” ontology as simply
taxonomy
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In our approach, objects are treated as an ordered set of
three types of attribute values, which describe different types
of distinguishing values or properties of these three attributes:
(1) SD role attribute ( ), (2) incident classification attribute
( ), and (3) problem description attribute ( ).

Again, note that unlike the traditional similarity measures,
the two sets of attribute values of and are additionally
described in taxonomies and , respectively. Regarding
attribute , we cannot predefine its values in a taxonomy,
since these values are described using free text. Instead, the
subcategorized types of ‘DOMAIN-SPECIFIC TYPE’ terms,
defined in Term Dictionary, are built in taxonomy .

An example of an incident is represented as =
“SD R1”, “Print Job Issue”, “Printer is unable to print

Bizflow” . In the rest of this paper, the object representation
is only restricted to be based on this object model.

D. Similarity Measurement Modeling

We propose a new similarity measurement that computes
semantic similarity between two given objects (i.e., one is
newly reported incident object - simply, incident object, the
other is stored incident object - simply, case object) by ex-
ploiting semantic knowledge about attribute values belonging
to these objects.

The goal of the proposed semantic similarity measure is
to compute the similarity , a real number [0,1],
where and are given two objects which are described
by three types of attribute values. Given incident object

and case object ,
similarity between and is defined to be

(1)

where denotes the similarity between two at-
tribute values of (the set of SDA roles),

means the similarity between two attribute val-
ues of (the set of classified incident types), and

represents the similarity between two attribute
values of , where is the problem description of

, and the problem description of . In order to express
the different importance of these three similarities , ,
and , we define weights on them, denoted by , , and

, respectively, where .
Now, our main concern is how to define similarity measures
, , and , exploiting semantic knowledge of their

relationships described in the taxonomies , and ,
respectively. Computing these similarities is divided into the
following two methods.

1) Semantic Similarity Measure for and : The
semantic similarity measure for and is divided into
two approaches.

The first approach is distance-based approach that estimates
semantic similarity between two attribute values in a given
taxonomy by calculating distance between them [9]. For
example, some representative work is found in [11], [24].

The second approach is node-based approach which esti-
mate the amount of sharing information content between two
attribute values [18]. In this approach, given a taxonomy,
a node represents a unique attribute value consisting of a
certain amount of information, and an edge represents a
relation between two attribute values. The similarity between
two attribute values is then the extent to which they share
information in common. Namely, the more information they
have, the more similar they are. Based on the notation in
information theory, Resnik [18] quantifies the information
content of attribute value by considering the negative log
likelihood, as follows:

(2)

where is the probability of encountering in a given
corpus. Intuitively, as increases, becomes more abstract
and the informativeness of the concept decreases. In [18],

is defined as using maximum likelihood estimation,
, where is the sum of the frequency

counts of its all subsumed attribute values occurred in the
corpus, and is the total number of attribute values in the
taxonomy.

Based on eq(2), there have been several similarity measures
proposed. Given two attribute values and , some repre-
sentative measures are

(3)

where (a), (b), and (c) are proposed by Resnik [18], Lin [13],
and Jiang [9], respectively, and is the least common
subsumer (LCS) that subsumes and in the taxonomy.

One important issue with regard to the node-based approach
is how to measure the information content of each attribute
value in a taxonomy. Resnik’s method [18] relies on the
combined knowledge of the hierarchical structure from the
taxonomy with statistics on actual usage of the attribute
values from a given corpus. As an alternative approach, Seco
[20] exploits only the structural information of the taxonomy.
The premise underlined in this approach is that a taxonomic
structure is organized in a meaningful and principled way,
where more general attribute values convey less information
than attribute values lower down, not relying on corpora
analysis. Given taxonomy and attribute value , this measure

is formally defined as,

(4)

where the set of subsumed attribute values of and
is the total number of attribute values that exist in taxonomy

.
For our similarity measurement for and , we use

eq(5), which is a combination of eq(3c) and eq(4), given
by [20]. The main reason is that several studies [9], [16],
[20] commonly found that eq(3c) is the most effective and
outperforms either of those two pure approaches. Moreover,
since we do not need to consider a corpus, we choose eq(4)
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for measuring the information content of the attribute value.

(5)

where is the LCS that subsumes and
in taxonomy and the cardinality of the set of
subsumed attributes of .

To illustrate, let us consider the taxonomies shown in
Fig.3 with two objects = “SD R1”, “Print Job Is-
sue”, “Printer is unable to print Bizflow” and =
“SD R5”, “Fault”, “Bizflow printing error” . Given and

, (“SD R1”,“SD R5”)=0.613 and (“Print Job Is-
sue”,“Fault”)=0.770.

2) Semantic Similarity Measure for : Given
incident object and case object

, similarity can be
computed by these two substeps:

Substep1: Intersection-based similarity between two to-
ken sets - After text processing using the proposed method in
Section III-B, we have two token sets and keyword sets of
and . Then, as a basic similarity measure, we first compute
the syntactical differences between two token sets, denoted by

and , of and using their set intersection. That
is, the more terms and have in common, the more
similar they are considered. One of the well-known measures
for this similarity is Jaccard coefficient [21]. Given two token
sets and , the Jaccard coefficient is represented by

(6)

This measure is normalized between interval [0,1] and reach
0 when and have no terms in common, and reach 1
when and consist of the same set of terms.

To illustrate, consider again these two object =
“SD R1”, “Print Job Issue”, “Printer is unable to

print Bizflow” and = “SD R5”, “Fault”, “Bizflow
printing error” Given and , their two token
sets are obtained as = “Printer, “unable”, “print”,
“Bizflow” and = “Bizflow”, “printing”, “error” . Thus,

.

Substep2: Semantic similarity between keywords - In
this step, given and , we compute a similarity based
on their keyword sets, denoted by and , exploiting
semantic knowledge resided in keyword type taxonomy .
This similarity is based on the premise that the more the types
of given keywords are similar, the more similar these keywords
are semantically.

For this similarity, we extend the typical intersection-based
similarity measure by combining node-based similarity ap-
proach. One common limitation of the typical intersection-
based similarity measures is that if , then

their similarity is zero. However, this may be unreasonable in
a situation where two keywords have terms that are siblings
in a given keyword type taxonomy. In the situation, these two
sets should have nonzero similarity even though they have no
identical keywords in common.

The inclusion of semantic knowledge inherent in a keyword
type taxonomy can allow the intersection-based similarity to
avoid such inaccurate zero similarity measure. The key idea of
the node-based approach is that the similarity of two entities
belonging to a taxonomy is defined by the information content
of their LCS. By incorporating this concept, we first create two
sets of keyword types, denoted as and , corre-
sponding to two keyword sets and , respectively,
by referring Term Dictionary. Then, based on the concept
of LCS inherent in taxonomy , we augment

and by including the
set of the LCS that subsumes every pair of , where

and . Formally,
given and , their corresponding augmented key-
word types, which denote and , can be defined
to be

(7)

where is the LCS of two keyword types
and . Using this augmented intersection, the augmented
Jaccard’s similarity, can be defined to be

(8)

Based on the above measure, we then assign weight to every
keyword type in and . One promising way to
estimate the weight of the keyword type is to use the value
of information content of itself. Let be the weight of
keyword type , we then define to be using eq(4).
Finally, the weighted augmented Jaccard coefficient, which
denotes is defined by

(9)

To sum up, given two descriptions and , the similar-
ity can be computed by combining eq(6) and
eq(9)

(10)

where is a combination coefficient which represents an
acceptable reliability degree of those two similarities.

As the final step of the proposed “Incident Resolution Pro-
cess”, based on the proposed similarity measurement proposed
in eq(1), the stored incidents having the highest similarity
score is recommend to the customer who reports a incident
call.

V. EXPERIMENT

In this section, we present an experiment to evaluate the ac-
curacy of our new approach for automated incident resolution
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process. In particular, in order to show that our approach yields
more accurate similarity result between an incident object
and a stored case object, we have measured four different
combinations of similarity measures proposed in this paper.
Then, we perform comparative analysis based on the results of
those measures to show how our proposed similarity measure
(the following M4) outperforms the other three measures.

Formally, given incident object and
case object , the four similarity measures
between and are represented by

M1

M2

M3

M4

(11)

where is computed by eq(10), and are computed
by eq(5). The detailed explanation of the notations used in the
above measures is found in Section IV-D.

A. Experimental Configuration

We configure our experimental environment, mainly com-
posed of three components, as follows: (1) Incident case base,
(2) Three taxonomies (i.e., SDA Role taxonomy, Incident
classification taxonomy, and DOMAIN-SPECIFIC TYPE tax-
onomy (DSTT)), and (3) Term Dictionary (TD).

1) Incident case base: As incident case base, we have
chosen 9 incident cases that are extracted from a real life
incident management dataset (4350 incident cases) collected
through an installation of HP ServiceManager (formerly HP
ServiceCenter). Among these 9 incident cases, 7 incident
cases are related to ‘printing problem’ and 2 incident cases
are associated with ‘application problem’, but the problem
descriptions of all of these 9 incident cases have a few
keywords in common. Since this dataset was collected from
the typical incident management process, that is, solutions
are generated by SDA’s manual work, there is no information
about SDA’s role in the dataset.

To run our approach, we need to create this role information
in the dataset. Thus, we made use of SDA’s workgroup
information contained in the dataset which indicates a team
or group that SDA belongs to. Since this workgroup is
represented by numeric values (e.g., 1, 2, ...), we created SDA’s
role by simply merging the prefix term, ”SD R”, with the
workgroup value. For instance, given a workgroup “1”, its
corresponding role is expressed by “SD R1”. The premise of
using this substitution is that even though the workgroup may
not fully represent SDA’s role quite enough, it would reflect
SDA’s role to some extent. Fig. 4 shows the 9 cases used in
our experiment.

2) Three taxonomies: The three types of taxonomies were
constructed as follows:

Regarding SDA role taxonomy ( ), we used the simple
one, shown in Fig. 3(a), which was made by roughly

ID SDA 
Role

Incident
Classification Problem Description Solution Description

1 SD_R5 Fault Bizflow running slow again Link in Orpington has been upgraded and an 
extra server has been installed into the Bizflow 
farm.

2 SD_R3 Network Issue Bizflow running very slowly The master ticket is resolved. Checked with 
Barbara. There is a new server being set up in 
Orpington to solve this issue. 20 users so far 
have access to it as of 2nd October. She said 
that the users on the new server have seen a 
big improvement in the per

3 SD_R1 Print Setup Break-Fix- user is unable to 
print from Bizflow

Confirmed with Lucy printing OK now. - Tony

4 SD_R3 Fault Bizflow printing error Have assisted the user and her colleagues 
with printing issue and tested all working fine. 
Think the spooler service need to be restarted 
on the citrix server

5 SD_R2 Print Job Issue unable to print from bizflow 
to the printer uktr7940

Richard Walker : no problem found

6 SD_R5 Fault Bizflow printing issue Restarted print spooler on Citrix42
7 SD_R3 Fault User cannot find printer User can print but can't select the tray. User 

will not give me login details for security 
reason. Can Jason please check what exactly 
is going on. User is trying to print from 
differennt Trays.
Printer is OK. Printer don't recognise the Tray 
she selecte

8 SD_R2 Print Job Issue User cannot print from any 
printer

Lucy confirmed all printing OK now. TW

9 SD_R5 Print Job Issue Printing problem This was caused by network and server errors 
yesterday. These services have been 
restored.

Fig. 4. The 9 cases used in the experiment.

observing the relationships of the SDA roles (more pre-
cisely, SDA workgroups) in the randomly selected 100
cases out of the given 4350 dataset. Granted, in the future,
this taxonomy will be built with the help of the domain
expert;
Incident classification taxonomy ( ) was constructed
on the basis of the given 4350 dataset, consisting of 51
types. However, we merely used the taxonomy which is a
part that taxonomy seen in Fig. 3(b), since this taxonomy
covered all incident types being appeared in the 9 incident
cases used in the experiment;
In fact, it is generally recognized that keywords used in
a certain application domain rely highly on the charac-
teristic of the domain. Thus, since the complete set of
definition for the taxonomy of subcategorized types of
‘DOMAIN-SPECIFIC TYPE’ terms may be impossible,
we defined a taxonomy using a minimal set of the
keyword types used in the given 4350 dataset. For this
experiment, a small part of the defined taxonomy ( )
was used which is shown in Fig. 3(c).

3) Term Dictionary: To construct Term Dictionary, we
observed terminologies frequently used in the areas of ITSM
and Information Technology (IT) by referring some websites.4

B. Experimental Scenario and Results

As an input incident call, we decided to use an actual
incident case extracted from the given 4350 incident cases,

4(1) Glossary for ITSM: http://www.covestic.com/downloads/glossary itsm
terms.pdf, http://www.itsmf.ca/about/glossary.html, http://www.e-help-

desk.com/glossary.html; (2) Glossary for IT:
http://www.gartner.com/6 help/glossary/GlossaryMain.jsp,
http://www.cryer.co.uk/glossary, http://www.itcom.itd.umich.edu/glossary.html
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as seen in Fig. 5.

SDA 
Role

Incident
Classification Problem Description Solution Solution

SD_R5 Network Issue Unable to Print from Bizflow Restarted Print Spooler on CITRIX53.

Fig. 5. The selected input incident call.

Let be the object corresponding to the input incident call,
and be the collection of the 9 incident
cases used in the experiment, where is the
object, corresponding to the incident case having ‘ID’= . To
measure similarity between and , we first need to
extract the terms of every object . Those extracted
tokens and keywords are listed as follows:

keywords keyword types
O in unable, bizflow, print bizflow:

print:
custom application
printer

O 1 bizflow, slow, running bizflow: custom application
O 2 slowly, bizflow, running bizflow: custom application
O 3 unable, break-fix, bizflow,

user, print
bizflow:
print:

custom application
printer

O 4 error, bizflow, printing bizflow:
print:

custom application
printer

O 5 unable, bizflow, uktr7940
printer, print

bizflow:
print:

custom application
printer

O 6 issue, bizflow, printing bizflow:
print:

custom application
printer

O 7 unable, user, find, printer print: printer
O 8 unable, user, printer, print print: printer
O 9 problem, printing print: printer

ID tokens
keywords and keyword types

Fig. 6. Extracted tokens/keywords/keyword types.

Given and being compared, let us denote
as and as to
help understand of our equations provided in this paper. In
this representation, and represent the
attributes values of the SDA roles of and , respectively,
and and denote the attribute values of
the classified incident types of and , respectively. Again
let and be two token sets extracted from the attribute
values and , which are problem descriptions of and

, respectively. Further, we denote again and
as the corresponding to two keyword sets, extracted from the
attribute values and . Then, the results of the four
different similarity measures we focused in the experiment are
shown in Table III which ranked 5-top incident cases having
the highest similarity scores.

One criterion for analyzing the accuracy of these results,
shown in Table III, is to compare the solution descriptions
of and being compared. Since incident object (or

) used in the experiment was selected from the given 4350
dataset, comparing two solution descriptions between and
(or ) are useful for determining the accuracy of these results.
Referring to Fig. 5, we can easily understand that the solution
description of is about “restarting printer spooler”. The
incident cases having the most similar solution descriptions
with in may be regarded as and . Therefore, the
accuracy can be determined by looking at how incident cases

and are highly ranked in each of the four similarities
used in the experiment.

As seen in Table III, first, M1 ranked and as the
top-ranked cases, since these cases have highest similarity
scores, that is, , while

= =0.680. To measure M1, we assigned
(combination coefficient for combining

and ) as 0.4. This means we put
the more weight (0.6) on the similarity between keywords
than the similarity between tokens (0.4). This value was
consistently used in all the measures (M1 - M4).

Second, to measure M2, we applied and
to make the combination

. This means we viewed the similarity
much higher than the similarity . This measure ranked

and as the first and second top ranked incident cases,
respectively, while (top-ranked case in M1) ranked fifth
case because the (“Network Issue”,“Print Setup”)=0.

For M3, we used the weights and to
combine and as the
case of M2. In this measure, and are ranked as the first
and second incident cases, while has the fifth raking score,
since the similarity .

To compute the measure M4 (our approach), we used the
weight , , and to make the
combination

. This measure ranked and as the top-
ranked two incident cases in which are the most similar
solution descriptions are contained. In our experiment, we
changed the weights , , and in various ways, such
as, ( , , and ) and ( ,

, and ). But, the result of ranked cases
maintained in the same with the result with M4. From these
results, we found that our approach (M4) is more accurate
than the other three measures.

VI. FUTURE WORK AND CONCLUSION

In this paper, we presented a new computer-facilitated
incident management approach to improve the manual-based
typical incident resolution process. Unlike the typical incident
management, our approach automated conventional incident
resolution process by presenting a new semantic similarity
measurement between a given incident call and incident cases
stored in a case base. The distinctive feature of our similar-
ity measurement is to extend decision space for similarity
measurement by incorporating additional useful information
outside of problem description of incident cases. As the
additional information, service-desk agent role concept was
employed using fuzzy logic and classified incident type in-
formation was utilized in our similarity measurement. Based
on the extended decision space, we proposed a new semantic
similarity measurement by combining typical intersection-
based similarity measurement and node-based semantic sim-
ilarity measurement. The experimental results show how our
proposed similarity measurement performed well based on our
experimental scenario.
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TABLE III
THE EXPERIMENTAL RESULTS.

SIM Ranked Case ID Similarity Results
Rank1:3 0.6 1.0 0.840 N/A N/A 0.840

(M1) Rank1:5 0.6 1.0 0.840 N/A N/A 0.840
Rank3:4 0.2 1.0 0.680 N/A N/A 0.680
Rank3:6 0.2 1.0 0.680 N/A N/A 0.680
Rank5:1 0.2 0.667 0.480 N/A N/A 0.480
Rank1:5 0.6 1.0 0.840 0.541 N/A 0.751

(M2) Rank2:4 0.2 1.0 0.680 0.771 N/A 0.707
Rank2:6 0.2 1.0 0.680 0.771 N/A 0.707
Rank3:2 0.2 0.667 0.480 1.0 N/A 0.636
Rank4:3 0.6 1.0 0.840 0.0 N/A 0.588
Rank1:6 0.2 1.0 0.680 N/A 1.0 0.776

(M3) Rank2:3 0.6 1.0 0.840 N/A 0.613 0.772
Rank3:4 0.2 1.0 0.680 N/A 0.693 0.684
Rank4:1 0.2 0.667 0.480 N/A 1.0 0.636
Rank5:5 0.6 1.0 0.840 N/A 0.0 0.588

Rank1:6 0.2 1.0 0.680 0.771 1.0 0.771
(our approach) Rank2:4 0.2 1.0 0.680 0.771 0.693 0.706

(M4) Rank3:1 0.2 0.667 0.480 0.771 1.0 0.683
Rank4:2 0.2 0.667 0.480 1.0 0.693 0.663
Rank5:3 0.6 1.0 0.84 0.0 0.613 0.573

In the future, we plan to evaluate our approach on the
whole set of 4350 incident cases, showing how well our
approach could match ideal incident cases, which are agreed
with human intuition. We will also evaluate how our approach
could provide better results as to finding ideal incident cases
by comparing other relevant similarity measures.

REFERENCES

[1] A. Aamodt and E. Plaza, “Case-based reasoning : Foundational issues,
methodological variations, and system approaches,” AI Communications,
vol. 7, no. 1, pp. 39 – 59, 1994.

[2] O. Alm, E. Hyvonen, and A. Vehvilainen, “Opas : An ontology-based
library help desk service,” 4th European Semantic Web Conference 2007
(ESWC 2007), 2007.

[3] C. Bartolini, C. Stefanelli, and M. Tortonesi, “Symian: A simulation tool
for the optimization of the it incident management process,” Managing
Large-Scale Service Deployment, LNCS, pp. 83–94, 2008.

[4] K. H. Chang, P. Raman, W. H. Carlisle, and J. H. Cross, “A self-
improving helpdesk service system using case-based reasoning tech-
niques,” Computers in Industry, vol. 30, no. 2, pp. 113–125, 1996.

[5] P. Ganesan, H. Garcia-Molina, and J. Widom, “Exploiting hierarchical
domain structure to compute similarity,” ACM Transactions on Informa-
tion Systems, vol. 21, no. 1, pp. 64–93, 2003.

[6] L. M. Gonzlez, R. E. Giachetti, and G. Ramirez, “Knowledge
management-centric help desk: specification and performance evalua-
tion,” Decision Support System, vol. 40, no. 2, pp. 389–405, 2005.

[7] R. Gupta, K. Prasad, and M. Mohania, “Automating itsm incident man-
agement process,” Autonomic Computing, 2008. ICAC ’08. International
Conference on, pp. 141–150, June 2008.

[8] R. Heckman and A. Guskey, “Sources of customer satisfaction and
dissatisfaction with information technology help desks,” Journal of
Market-Focused Management, vol. 3, no. 1, pp. 59–89, 1998.

[9] J. J. Jiang and D. W. Conrath, “Semantic similarity based on corpus
statistics and lexical taxonomy,” In Proceedings of International Con-
ference Research on Computational Linguistics (ROCLING X), 1997.

[10] Y. Kang, A. Zaslavsky, and S. Krishnaswamy, “Help-desk agent rec-
ommendation system based on three-layered user profile,” European
Conference on Artificial Intelligence (ECAI) 2008 Workshop on Rec-
ommender Systems, 2008.

[11] C. Leacock and M. Chodorow, “Combining local context and wordnet
similarity for word sense identification,” In: Fellbaum, MIT Press, pp.
265–183, 1998.

[12] R. Leopoldi, “It service management - incident/problem management
methods and service desk implementation best practices,” White Paper
of RL Infomation Consulting LLC., 2003.

[13] D. Lin, “An information-theoretic definition of similarity,” Proceedings
of the Fifteenth International Conference on Machine Learning, pp. 296–
304, 1998.

[14] H. Marquis, “How to classify incident,” itSM Solutions, DITY Newsletter,
2006.

[15] D. L. Media, R. L. oddstoac, and D. Gentncr, “Respects for similarity,”
Psychological review, vol. 100, no. 2, pp. 254–278, 1993.

[16] T. Pedersen, S. V. S. Pakhomov, S. Patwardhan, and C. G. Chute,
“Measures of semantic similarity and relatedness in the biomedical
domain,” J. of Biomedical Informatics, vol. 40, no. 3, pp. 288–299,
2007.

[17] R. Rada, H. Mili, E. Bicknell, and M. Blettner, “Development and
application of a metric on semantic nets,” IEEE Trans.Syst.Man Cybern,
vol. 19, no. 1, pp. 17–30, 1989.

[18] P. Resnik, “Semantic similarity in a taxonomy: An information-based
measure and its application to problems of ambiguity in natural lan-
guage.” Journal of Artificial Intelligence Research., vol. 11, pp. 95–130,
1999.

[19] C. Rudd, “An introductory overview of itil,” The IT Service Management
Forum (itSMF), 2004.

[20] N. Seco, T. Veale, and J. Hayes, “An intrinsic information content metric
for semantic similarity in wordnet,” Techn. report, University College
Dublin, Ireland, 2004.

[21] C. J. van Rijsbergen, in Information Retrieval. 2nd ed., 1979.
[22] I. Watson, “Case-based reasoning is a methodology not a technology,”

Knowledge-Based Systems, vol. 12, no. 5-6, pp. 303 – 308, 1999.
[23] Q. Yang, E. Kim, and K. Racine, “Caseadvisor: Supporting interactive

problem solving and case base maintenance for help desk applications,”
In Proceedings of the IJCAI 97 Workshop on Practical Applications of
CBR, 1997.

[24] M. P. Zhibiao Wu, “Verb semantics and lexical selection,” in Proceeding
of the 32nd Annual Meeting of the Association for Computational
Lingusitics, 1994, pp. 133–138.

2009 IFIP/IEEE Intl. Symposium on Integrated Network Management — Workshops 19



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.6
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize false
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Recommended"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


